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Journal of
Heat Transfer Editorial

The Millennial Issue of JHT

This issue of theJournal of Heat Transfer, Number 1 of Vol-
ume 122 for February, 2000, marks the first issue of the year, and
celebrates the new millennium as well.

The field of heat transfer is undergoing rapid and remarkable
changes, and the Journal is working to report on the research that
reflects these changes and also to respond to the changing publi-
cation needs of the heat transfer community. This year, JHT will
make its debut on the web, complete with the ability to hyperlink
to references in each paper.

From discussions with the editors of other journals in the field,
it is obvious that research continues in the traditional core areas of
conduction, convection, and radiation heat transfer. Much contem-
porary research is driven by the heat transfer applications, prob-
lems and opportunities that arise in diverse fields, from microelec-
tronic cooling through biotechnology to manufacturing processes.
These applications have opened new research areas for heat trans-
fer at the nano- and microscale, in biological systems, in beamed
energy/material interactions, in nonequilibrium processes, and a
host of others. In addition, experimental capability that allows
measurement of full-field transient temperature and velocity dis-
tributions has opened a new understanding of phenomena that
could only be sampled locally and slowly using earlier techniques.
The measurement scale has also greatly expanded. From the use
of satellite imagery down to the atomic force microscope, heat
transfer and energy effects can now be measured and understood
across decades of length scale. Time scales that characterize heat
transfer phenomena are equally broad, from femtosecond pulsed
lasers to geological changes. Further, increases in computational
ability change the ways we think about analysis and experimen-
tation, and that capability will surely continue to balloon.

After decades of promise without performance, the tools and
capability are now available to bring the computer into the class-
room and make it an integral part of the learning process. This
capability is causing all of us to rethink our teaching methods, and
creativity in this field will certainly change how and whether text-

books are written and marketed and how we gather and transmit
both the wealth of historical information in the field and the re-
sults of contemporary research.

Future applications in fields that cannot presently be foreseen
will involve heat transfer problems, and at the same time new
developments in fundamental heat transfer research will drive
novel applications and products.

The future of the field of heat transfer really seems to be
limitless.

Are there problems? Yes, and a major contemporary one that
impacts this and other heat transfer journals is that researchers
often choose to report their application-driven results in journals
and other channels that are in the field of application, rather than
in the core-discipline journals such as JHT. Thus, much useful
heat transfer information is dissipated in application journals not
generally referred to by our community. Perhaps our increasing
ability to search information resources will make this a transitory
problem.

There are certainly other challenges and opportunities that we
will face. The discipline of heat transfer did not really exist until
well into the final century of the previous millennium. It would
take a bold person indeed to forecast what the field will be like at
the end of the present one. However, we did ask the community to
give their ideas of where the field might be going as we enter the
next millennium, and the responses from a cross section of mem-
bers of the heat transfer community follow this editorial.

I hope that at the beginning of the third millennium, an intrepid
historian of heat transfer will look at the predictions and com-
ments from our members, and either marvel at our prescience or
have a good laugh.

Jack Howell
Technical Editor

Copyright © 2000 by ASMEJournal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 1
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A Photothermal Technique for the
Determination of the Thermal
Conductance of Interfaces
and Cracks
The paper describes a phase-sensitive photothermal technique for the determination of
the thermal conductance of an interface, a thin interlayer, or crack embedded within a
plate. The technique involves sinusoidally modulated heating at one point on the surface
using a focused laser beam and measurement of the phase shift of the thermal wave at
some other point. The technique is demonstrated using a model system comprising two
stainless steel disks, placed either in direct contact with each other or with thin polyeth-
ylene sheets between them. The use of the technique for determining the conductance of
delamination cracks in fiber-reinforced ceramic matrix composite is also demonstrated.
@S0022-1481~00!02801-2#

Keywords: Contact Resistance, Heat Transfer, Measurement Techniques, Periodic

1 Introduction
The present article describes a photothermal technique for the

determination of the thermal conductance of an interface or thin
interlayer embedded within a plate. The technique is based on
periodic heating at a point on one surface, using, for example, a
focused laser beam, and measurement of the phase lag of the
thermal wave at some other point. In the absence of an interface,
the technique can be used to determine the thermal diffusivity of
the material. The relevant theoretical analysis is presented in a
recent paper by Ohsone et al.@1#. The work is motivated by con-
current studies on the thermal conductance of both delamination
cracks in fiber-reinforced ceramic matrix composites and inter-
faces in multilayered structures for electronics packaging.

Photothermal techniques have been used extensively to study
the thermal properties of materials~@2–14#!. The techniques have
been used also as nondestructive tools for detecting subsurface
defects~@13,15–20#!. The focus of the present work is on one
specific subgroup of these techniques, notably, that based upon
periodic heating and phase lag measurement. The present tech-
nique provides quantitative information about the thermal conduc-
tance of interfaces. This information is crucial for thermome-
chanical analysis and failure prediction.

In the past, thermal contact conductances have been measured
predominantly by DC techniques~@21–24#!. These techniques re-
quire a heat flux,q, to flow through the interface as well as
through the bulk of the two contacting solids. The temperature
distribution in the bulk solid is measured and extrapolated to the
interface to estimate the interfacial temperature jump,DTi . The
contact conductance is then estimated by the relation,h
5q/DTi . Although this technique is widely used, it suffers from
several drawbacks. First, the heat flux must be constant over the
bulk of both contacting solids which requires insulation material
to be placed around the specimen. Second, it requires a cooling
unit to remove the heat from the system; otherwise, the tempera-
ture of the sample increases monotonically with time. Finally,

since the temperature distribution needs to be measured in the
bulk, the samples must be sufficiently thick for at least three ther-
mocouples to be inserted. Consequently, the technique is not eas-
ily adapted for measurement in thin and small specimens or
structures.

The AC technique described in the present paper has the advan-
tage over the DC techniques that it does not require insulation of
the system from the surroundings nor of a cooling unit to extract
heat. Moreover, it can be performed relatively quickly on both
large and small specimens. The technique is demonstrated using
two materials systems:~i!a model system comprising two stainless
steel disks, placed either in direct contact with each other or with
thin polyethylene sheets between them, and~ii! a unidirectional
fiber-reinforced ceramic matrix composite containing a delamina-
tion crack along the specimen midplane. A discussion of the
sources of error is presented in Ohsone et al.@1#.

2 Experimental Techniques and Materials
Measurements of thermal diffusivity and conductance were

made using the apparatus shown schematically in Fig. 1. The ap-
paratus consists of a 0.5 W diode laser, mounted on ax-y-ztrans-
lation stage with a precision of;10 mm, and modulated with a
lock-in amplifier. Temperatures were measured using Type T
thermocouples with a bead size of;200 mm. The thermocouples
were affixed to the surfaces using epoxy. The phase lagf at the
thermocouple location was obtained by comparing the laser input
signal with the thermocouple signal using the lock-in amplifier.

To mitigate the effects of the thermal resistance of the thermo-
couple and the surrounding epoxy, all measurements and subse-
quent analyses were based on thedifferencesof phase lags relative
to a reference measurement. For instance, in determining the ther-
mal diffusivity, a series of measurements was made along the top
~heated!surface at several locations away from the laser spot
~shown by the inset in Fig. 3!. The measurements were subse-
quently compared with the one made at the location nearest to the
laser spot, yielding a phase lag difference,Df(Dr ), whereDr is
the difference in the distance from the reference point. It is sub-
sequently demonstrated that this measurement approach coupled
with the appropriate heat flow analysis yields accurate values of
thermal diffusivity. In cases where the crack or interface conduc-
tance was to be determined, phase lag measurements were made
on the surface opposite to the one being heated, normal to the

1On sabbatical leave from the Department of Mechanical and Materials Engineer-
ing, University of Western Ontario, London, ON N6A 5B9, Canada.

2Currently at the Department of Mechanical Engineering, University of Califor-
nia, Berkeley, CA 94720.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Dec. 9, 1998;
revision received, Oct. 13, 1999. Associate Technical Editor: M. F. Modest.
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interface or crack. The corresponding reference measurement was
that made on an equivalent specimen in the absence of the inter-
face or crack.

2.1 Interface Conductance in a Model Steel System.The
effects of interfaces were studied using a series of model systems
comprising two circular stainless steel disks with known thermal
properties3 ~Table 1!, each ground and polished to a final thick-
ness of 1.25 mm and a diameter of 34 mm. The disks were pol-
ished to produce a unidirectional lay. The RMS value of surface
roughness, measured orthogonal to the polishing direction using a
Sloan Dektak II profilometer, was 0.42mm. As a check on the
current technique, measurements were first made on the steel
disks alone and the measurements used to confirm the reported
thermal diffusivity,a. The latter measurements were made at fre-
quencies,f, ranging from;0.05–2.6 Hz, and at three distances
from the thermocouple location:r 51.5, 2.0, and 2.5 mm.

Various types of ‘‘interfaces’’ were produced between the two
steel disks. The first was obtained by simply clamping together
the disks with two binder clips, with the polishing directions of
the two surfaces oriented perpendicular to one another. The force
associated with the clips was measured to be'50 N and the
calculated average pressure was 0.015 MPa. The laser was fo-
cused on the top surface, directly above the thermocouple. Phase
lag measurements were made over the frequency range 0.05 to 1
Hz. For comparison, a parallel series of measurements at the same
frequencies was made on the pristine sample with the same total
thickness~2.5 mm!. The differences in phase lags in the two
specimens at each frequency were used to determine the interface
conductance. In order to study the effects of interlayers, thin
sheets of a commercial linear low density polyethylene~LLDPE!,
;13-mm thick, were placed between the steel disks, the disks
clamped together and the phase lag measurements repeated.
Specimens containing 1, 2, and 4 polyethylene sheets were char-
acterized.

To increase the absorption of the incident laser beam, the
samples were coated with a sputtered carbon layer that was less
than 0.1mm in thickness. Assuming that the carbon layer is amor-
phous, a conservative lower-limit estimate for the thermal diffu-
sivity is on the order of 1026 m2/s. Hence, the upper limit for the
phase difference due to the bulk of the carbon layer is about 0.2
mrad at a frequency of 1 Hz. This is negligible compared to the
phase difference measured for the bulk samples. The interface
between the carbon layer and the underlying sample could also
pose a thermal resistance. However, since the interface is chemi-
cally bonded, it is expected that this resistance would be much
lower than that of the bulk sample studied in this paper.

2.2 Thermal Conductance of Delamination Cracks in Ce-
ramic Composites. Experiments were also performed on a uni-
directional composite comprising 37 percent Nicalon™ fibers in a
matrix of a magnesium aluminosilicate~MAS! glass ceramic. A
delamination crack was produced by notching a long rectangular
specimen at the center transverse to the fibers, and subsequently
loading the specimen in four-point bending. The specimen and
loading geometries are shown schematically in Fig. 2~a!. Thermo-
couples were attached at several locations on the bottom side of
the specimen. Upon loading, delamination cracks initiated from
the notch and propagated along the specimen length. One such
crack is shown in Figs. 2~b! and~c!. A notable feature in~c! is the
presence of an inclined fiber spanning the crack faces.

The thermal conductance of the crack at various locations was
determined through a series of phase lag measurements across the
specimen thickness~directly over the thermocouples! both before
and after delamination. In addition, the opening displacement of
the delamination crack at the location of measurement was ob-
tained by replicating the side surface of the specimen using cellu-
lose acetate tape and subsequently examining the replicas in an
optical microscope. All phase lag measurements and surface rep-
licas were taken under load.

3 Experimental Results and Analysis

3.1 Model Steel System. The experimental measurements
for the pristine steel specimen~without interfaces! are plotted in
Fig. 3. The results are presented in the form of phase lagdiffer-
ences,Df, obtained at two locations, separated by a distanceDr .
Also shown on the figure are the calculated curves, using the
analysis presented in Ohsone et al.@1# and the reported thermal3Obtained from the NIST Standard Reference Materials Program.

Fig. 1 Schematic of the experimental technique

Fig. 2 „a… Schematic of the specimen and loading geometry
used to cause delamination of the Nicalon ÕMAS composite
specimen and subsequently determine the crack conductance;
„b… optical micrograph of a typical delamination crack; „c…
higher magnification view of the crack showing bridging by an
inclined fiber

Table 1 Thermal properties of the stainless steel and the
LLDPE

Material
Volumetric Heat

Capacity,c ~J/m3 K!

Thermal
Conductivity,

k ~W/mK!

Thermal
Diffusivity,

a ~m2/s!

Stainless Steel 3.83106

@29,30#
14.3
@29#

3.831026*

LLDPE 2.13106

@31#
0.33
@31#

1.631027*

*Calculated from the other data, usinga5k/c.

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 11

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



diffusivity of the alloy (a53.831026 m2/s). Excellent correla-
tions are obtained between the calculated curves and the experi-
mental measurements, providing validation of the test technique
and the underlying assumptions in the analysis.

Figure 4~a!shows the results for the specimens containing an
interface along the midplane. The results are presented in terms of
the phase lag difference,Df i , associated with the interface. Also
shown are the calculated curves that give the best fit to the data
for each type of interface along with the corresponding values of
the thermal conductance,h. The trends in the calculated phase lag
with frequency for a fixed interface conductance closely follow
the ones obtained experimentally. This self-consistency provides
confidence in both the theoretical results and the measurement
technique. The variation in the effective interface resistance, 1/h,
with the number of polyethylene sheets is plotted in Fig. 4~b!. The
trend is linear~with the exception of the point atn50, corre-
sponding to the contact between the two steel disks!, and can be
rationalized in the following way.

The effective thermal resistance of the interfacial region in the
presence of the polyethylene sheets can be partitioned into three
components:

1

h
5

2

hp/s
1

n21

hp/p
1

ntp

kp
(1)

where n is the number of sheets. The first term represents the
resistance associated with the two interfaces between the polyeth-
ylene and the stainless steel, each with a conductancehp/s ; the
second is the resistance of the polyethylene/polyethylene inter-
faces, with each interface having a conductancehp/p ; and the
third is the resistance of the polyethylene itself, withtp being the
thickness of one sheet andkp the thermal conductivity of the
polyethylene. For the purpose of comparing this model with the
data in Fig. 4~b!, Eq.~1! is rewritten as

1

h
5F 2

hp/s
2

1

hp/p
G1nF tp

kp
1

1

hp/p
G . (2)

The resistance is predicted to increase linearly withn, which
agrees well with the measured trend. Upon performing a linear
regression analysis of the data and using the reported value forkp
~Table 1!along with Eq.~2!, the relevant conductances were de-

termined to be hp/p53.03104 W/m2 K and hp/s52.1
3104 W/m2 K. By comparison, the measured conductance of the
steel/steel interface ishs/s51.13104 W/m2 K.

The ranking of the three conductance values can be further
rationalized on the basis of surface roughnesses and the elastic/
plastic properties of the constituent phases. Notably, because of
the roughness of the stainless steel disks and the high modulus
and strength of the steel, the interface conductancehs/s is ex-
pected to be the lowest of the three. The polyethylene has ex-
tremely low modulus and yield stress and will readily deform
locally upon contact with the steel, yielding a more conductive
interface (hp/s.hs/s). Indeed, the measured values yield a ratio
hp/s /hs/s'2. Moreover, because of the smooth surfaces of the
polyethylene sheets, the thermal contact between the polyethylene
sheets is expected to be better yet. This, too, is in agreement with
the experiments (hp/p /hp/s'1.5).

At the most rudimentary level, the absolute value of the con-
ductance of the steel/steel contact can be rationalized on the basis
of the surface roughness, assuming that heat flow occurs by con-
duction through the air gap between the two surfaces.~The latter
assumption can be justified on the basis of the very low pressures
used in clamping the two disks together and thus the low area
fraction of contacting asperities.! Thus the interface conductance
is predicted to be

h'ka /d (3)

Fig. 3 Phase lag measurements made on pristine steel speci-
men and the corresponding calculations from the analysis pre-
sented in Ohsone et al. †1‡. The error bars represent the maxi-
mum uncertainty in Df, „0.017 rad…, based on many repeat
measurements under the same test conditions. The solid
curves were calculated using the reported thermal diffusivity of
the steel alloy, whereas the dotted curves represent calcula-
tions for thermal diffusivities that are either eight percent
higher or lower than the reported value.

Fig. 4 Experimental data and calculated curves for the stain-
less steel sandwich specimens, showing the effects of the
polyethylene sheets on „a… the phase lag, Df i , associated with
the interface itself, and „b… the interface conductance. The error
bars in „b… represent the range of conductances needed to en-
compass the experimental data in „a…. The solid line in „b… is a
least-squares fit of the data for nÄ1, 2, and 4.
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whereka is the thermal conductivity of air at ambient temperature
~0.024 W/mK!andd is the effective separation between the sur-
faces. In general,d depends on the roughness characteristics of the
two surfaces, the contact pressure, and the hardness of the mate-
rial ~@21,25,26,27,28,24#!. For surfaces with unidirectional lay in
two perpendicular directions and for low contact pressures,d is
expected to lie in the range of two to four times the RMS surface
roughness measured perpendicular to the direction of the lay. The
resulting predicted conductance falls in the range 1.43104 to
2.93104 W/m2 K. The measured value, 1.13104 W/m2 K, falls
towards the low end of the predicted range. In light of the ap-
proximate nature of the model, the correlation between the model
prediction and the experimental measurement is considered to be
adequate.

3.2 Thermal Conductance of a Delamination Crack. The
results of three sets of measurements on the cracked composite
specimen are presented in Fig. 5~a!. Each corresponds to a differ-
ent local crack-opening displacement, as indicated on the figure.
Clearly the phase lag associated with the delamination crack in-
creases with increasing crack-opening displacement. Also shown
on Fig. 5~a!are the corresponding calculated curves using crack
conductance values that yield the best fits to the experimental
curves. In all cases, the shapes of the predicted curves are in good
agreement with the measured ones.

The values of the inferred crack conductances are plotted
against crack-opening displacement in Fig. 5~b!. Also shown are
the predictions based on the assumption that the crack conduc-

tance is dictated by the air gap between the two crack surfaces,
given by Eq.~3!. The latter prediction underestimates the mea-
sured conductance at small crack-opening displacements. How-
ever, the two appear to converge at larger crack-opening displace-
ments. The discrepancy can be attributed to the presence of
bridging fibers of the type shown in Fig. 2~c!, which must con-
tribute to the crack conductance. Such bridging is expected to
diminish with increasing crack opening because of failure of the
bridging fibers. Indeed, once all the bridging fibers have failed,
the crack conductance will be dictated by air conduction alone.
This trend is in broad agreement with the experimental measure-
ments. Studies are in progress to probe in more detail the contri-
butions to thermal conductance from fiber bridging.

4 Concluding Remarks
The present technique of periodic heating and phase lag mea-

surement provides a relatively simple and quick determination of
both the thermal diffusivity of solids and the thermal conductance
of embedded interfaces, interlayers, and cracks. Temperature mea-
surements can be made using standard thermocouples. The effects
of the thermal resistance of the thermocouples are mitigated by
using the differences in phase lag measurements relative to an
appropriate reference state. In this way, the phase lag associated
with the thermocouples is removed and the measurements then
become a function only of the thermal properties of the system.
The use of thermocouples is restricted to the low-frequency re-
gime, commensurate with the time constant associated with the
thermocouple response. For time constants typical of most ther-
mocouples~;10 ms!, measurements can be made accurately in
the frequency range used in the present experiments, i.e.,f
,3 Hz. At higher frequencies, alternate techniques for tempera-
ture measurement would be needed, such as the reflectance tech-
nique described by Ohsone et al.@1#.
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Approximate Two-Color Emission
Pyrometry
Approximate methods for the determination of a temperature field using pure emission
pyrometry applied to a two-dimensional nonoptically thin flame without variation along a
line of sight are presented. In the absence of an absorption measurement, emission py-
rometry depends on theoretical spectral information. Limitations of existing techniques
stem from the fact that spectral information is a function of temperature only for the
optically thin situation, by and large the situation to which current techniques apply, and
temperatures above 1000 K. Through extensive narrow-band calculation using a simu-
lated flame over polymethylmethacrylate, we show that the spectral information contained
in the equivalent bandwidth ratio is approximately a constant for the 2.8mm/1.8mm band
pair and appropriate bandwidths. The constant can be evaluated from emission measure-
ments at a point where the temperature is known or can be estimated using, e.g., the
maximum flame temperature of a simulated flame and the peak band intensities. The
temperature field evaluated with this approximately constant value of the equivalent
bandwidth ratio, Ar , is accurate to within five percent for temperatures down to 450 K.
@S0022-1481~00!02601-3#

Keywords: Flame, Heat Transfer, Radiation, Temperature

Introduction
Knowledge about temperature and species distribution in a

flame is essential for improved design of combustors and for gain-
ing fundamental insight into the combustion process. Numerical
simulation, capable of predicting the field variables, still requires
extensive validation using experimental data. The experimental
approach can be divided into two categories: intrusive probe
methods and nonintrusive optical or acoustic methods. The former
suffers from a relatively large time response in addition to disturb-
ing the combustion reaction. Optical methods utilize emission
~@1#!, absorption~@2#! or refraction ~@3#! of light by the burnt
gases, or laser interaction such as coherent antistokes Raman scat-
tering ~CARS!or laser-induced fluorescence~LIF! ~@4#!, while the
acoustic method exploits the transit time of sound~@5#!. Most of
these methods, however, require radiation sources, which restricts
the measurement environment. They are also subject to interfer-
ence from background radiation.

Emission methods suffer from the fact that without an absorp-
tion measurement, theoretical information about the infrared spec-
tra of the radiatively active species is necessary. This spectral
information, in general, is a function of temperature and pressure-
pathlength of the radiating species. If the optical depth is small,
then the spectral information can be shown to depend only on
temperature, which has been demonstrated before, e.g., Wakai
et al. @6# and Ferriso et al.@7#. The unknown temperature is ob-
tained by iterating between the experimental and theoretical infor-
mation. Wakai et al.@6# selected two H2O bands and employed a
very small bandwidth to ensure small optical depth. One draw-
back of ensuring optically thin behavior~through small values of
al! is that temperatures lower than 1000 K are difficult to measure
as the bands become weaker, and the signal-to-noise ratio is low.

Here we propose a new methodology for obtaining an approxi-
mate temperature distribution in a two-dimensional nonoptically
thin flame using two-color emission pyrometry. A simulated flame
for flame spread over a solid fuel in an opposing flow of oxidizer
is used to demonstrate the method. The configuration is that of an
experiment aimed at understanding the physics of flame spreading
at ‘‘very-low-velocity’’ opposing flows. Such a configuration can
only be obtained in microgravity so as to eliminate effectively the
influence of buoyancy, and the configuration has implications for
spacecraft fire safety, particularly when the spacecraft is experi-
encing low levels of acceleration~@8,9#!.

Simulated Flame
The experimental configuration, which is simulated, is shown in

Fig. 1 with regard to infrared imaging. The flame propagates
steadily over a 6.35-mm wide, 20-mm thick sample of PMMA
flush-mounted on the floor of a square cross-section~10 cm
310 cm! wind tunnel. The opposing flow of the 50 percent
O2/50 percent N2 ~by volume! mixture enters the tunnel with a
slug profile at 10 cm/s.

The configuration derives, as mentioned above, from the
NASA-supported Diffusion and Radiative Transport in Fire Ex-
periment in which the effects of the radiative environment of a
flame spreading in low-velocity flow is investigated~@8,9#!. These
flames contain, from visual observation and infrared measure-
ments, no soot, and so soot is neglected here. Soot may be in-
cluded in the technique if desired as attempted by Ferriso et al.@7#
for the optically thin situation. The two-dimensional Navier-
Stokes equations for species-continuity,x and y-momentum, and
energy equations are solved using the SIMPLER algorithm~@10#!.
Gas-phase combustion is modeled with a single-step, second-
order, complete reaction, and fuel pyrolysis with a single-step,
first-order, dissociation reaction. Surface and gas-phase radiation
including radiation feedback from the gas to the solid surface is
modeled with the Global Balance method of~@11#!.
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The simulated temperature and the partial pressure field for
CO2 are shown in Figs. 2 and 3. For complete combustion of
MMA (C5H8O2) vapor with the oxidizer,pH2O50.8pCO2

. Because
the temperature and species fields are known, a narrow-band
model such as RADCAL~@12,13#! can be used to produce the
intensity fields at any wavelength interval~band!. Band intensities
computed at two such bands, 4.224mm,l1,4.33mm and
2.56mm,l2,3.02mm, are shown in Figs. 4 and 5, respectively.
These bands correspond to those of filters used in the experiment
mentioned above in conjunction with a PtSi detector video camera
~Inframetrics, Inc. Model Infra-Cam PtSi FPZ 2563256 pixel ar-
ray!. They were selected because of filter availability and to en-
sure sufficient signal for measurement. The simulated fields will
be considered the ‘‘data’’ for the emission pyrometry method de-
veloped here, and the success of the proposed technique will be
evaluated by the degree to which it reproduces the simulated tem-
perature field from the simulated intensity fields.

Hybrid Emission Pyrometry
Two-color pyrometry, when applied to a solid surface, mea-

sures signals that are proportional to the intensitiesi l18 and i l28
emitted at two different wavelengths. If the ratio of the emittance
at the two wavelengths,«l1 /«l2 , is known, the temperature can
be obtained from Planck’s law.

i l18

i l28
5

«l1

«l2

i lb18

i lb28
5

«l1

«l2
P~l1 ,l2 ,T! (1)

When applied to a column of radiating gas at a uniform tem-
perature, small but finite intervals~or bandwidths!,Dl1 andDl2 ,
at the two bands are used due to practical considerations. The ratio
of the band intensities can be expressed in terms of the equivalent
bandwidth ratio, referred to here asAr , and the Planck function as
follows:

Fig. 1 Schematic of combustion experiment showing: Top,
side profile of flame spread experiment with including thermo-
couples, igniter, fuel bed, and flow characteristics; bottom, top
view of flame spread experiment with IR camera and filter
wheel arrangement with respect to the flame

Fig. 2 Simulated flame temperature contours in K „50 percent
O2 , VgÄ10 cmÕs…

Fig. 3 Simulated partial pressure of CO 2 contours in atm „50
percent O 2 , VgÄ10 cmÕs…

Fig. 4 Simulated band intensity contours for DlÄ4.224–4.330
mm in W Õ„m2"Str… „50 percent O 2 , VgÄ10 cmÕs…

Fig. 5 Simulated band intensity contours for DlÄ2.56–3.02
mm in W Õ„m2"Str… „50 percent O 2 , VgÄ10 cmÕs…
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i 18

i 28
5

i lb18

i lb28

A1

A2
5

A1

A2
P~l1 ,l2 ,T!. (2)

The Ar can be expressed in terms of more fundamental quanti-
ties, namely

A1

A2
5

*Dl1
@12exp~2alL !#dl

*Dl2
@12exp~2alL !#dl

(3)

and can be obtained from the spectral structure of the emitting
gases. For the simulated flameAr is computed from the known
field variables,T, pCO2

, andpH2O using the narrow-band model for
the two bands used in the computation of intensities. When the
computedAr field, shown in Fig. 6, is used in conjunction with
the simulated intensities, the temperature field can be determined
from Eq. ~2!. Because the intensity ratio and theAr are obtained
computationally from the same set of field variables, the tempera-
ture obtained from Eq.~2! is identical to the field temperature.

For a real flame, thei-ratio is obtained from experiment, while
simulation provides theAr . The accuracy of the resulting hybrid
pyrometry depends on the accuracy of simulation and
measurements.

Optically Thin Limit
The dependence ofal on the species concentration can be fac-

tored out as follows:

alL5al
0

r

r0
L5

al
0

Rr0

pL

T
5al

0F ~p/p0!L

~T/T0! G (4)

whereal
0 is the spectral absorption coefficient at 1 atm and de-

pends only on temperature. For small values of
al

0@(p/p0)L/(T/T0)#, therefore, Eq.~3! simplifies to

A1

A2
5

*Dl1
al

0~T!dl

*Dl2
al

0~T!dl
5Ar~T!. (5)

The Ar now is only a function of temperature and can be de-
termined using any accurate band model without any need for the
simulated fields. Once the functional dependence is determined,
i.e., Ar5 f (T), temperature can be obtained from thei-ratio by
iterating betweenf (T) and the Planck function using Eq.~2!.

Wakai et al.@6# employed the 1.8 and 2.7mm bands of H2O for
pyrometric measurement of flame temperature and forced the op-
tically thin limit by utilizing a narrow bandwidth for measure-
ment. TheAr for these two bands and the narrowDl’s is shown in
Fig. 7 as a function ofT for different pressure-pathlengths typical
of the configuration considered here. Clearly, the optically thin
limit is obtained for all the situations presented, primarily due to
the low values ofal

0 relative to@(p/p0)L/(T/T0)#. Below 1000
K, the bands are too weak, and the error in the measured value of
the i-ratio and the calculated value ofAr becomes too high for this
method to work~@6#!.

Use of Stronger Bands
The CO2 bands are considerably stronger than the H2O bands

producing much stronger signal to noise ratios. However, the high
relative value ofal

0 makes it difficult to use the optically thin
limit. This is illustrated in Fig. 8, where theAr for the 4.3 and 2.8
mm bands is evaluated for different values ofpL using the wide-
band~entire band!model of Edwards and Menard@14# and p. 590,
No. 3 in Siegel and Howell@15#. As pL/T decreases, each curve
tends towards the optically thin limit as predicted by Eq.~4!. Only
for pL,0.003 atm•cm, a value too small for any practical flame,
can the thin approximation be used with these two bands when the
entire band is used, which improves the signal to noise ratio over
use of narrow-band filtering.

The situation is further complicated by the overlap of the CO2
band by the H2O band at 2.8mm. The Ar computed with the
narrow-band model~RADCAL program! using the experimental

Fig. 6 Simulated equivalent bandwidth ratio, A 1.3 ÕA 2.8 , for
PMMA in 50 percent O 2 , VgÄ10 cmÕs, lpÄ2 cm

Fig. 7 Narrow-band equivalent bandwidth ratio, A 2.8 ÕA 1.8 ,
over wavelengths „Dl1Ä2.474– 2.674, Dl2Ä1.86– 2.16 mm…

specified by Wakai et al. †6‡ for a range of pressure-
pathlengths

Fig. 8 Wide-band „entire band … model predicted equivalent
bandwidth ratio, A 4.3 ÕA 2.8 , for CO 2 at various pressure-
pathlengths from the maximum simulated pL to that approach-
ing the thin limit
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bandwidths of the DARTFire experiment~@9#! of 4.224mm,l1
,4.33mm and 2.56mm,l1,3.02mm for the thickest and the
thinnest cases of Fig. 8 is plotted in Fig. 9. The thickest case has
a modest pressure pathlength ofpL50.2 atm•cm that corresponds
to a DARTFire experiment~@9,16#!. TheAr obtained from the
narrow-band model is much smaller than from the wide-band
model primarily due to the H2O overlap resulting in a higher value
of A2 . Although theAr of pL50.2 atm•cm does not exhibit op-
tically thin behavior within the observed temperature range, it is
surprisingly uniform over a wide range of temperature, an obser-
vation that will be exploited in the proposed approximate tech-
nique that is presented below.

Approximate Technique
The hypothesis behind the proposed approximate technique is

that theAr is approximately a constant for suitable choices of the

bands and their bandwidths. Out of all the combinations from the
set of 1.8mm, 2.8mm, 4.3mm, and 4.8mm, the three pairs that
look most promising are 2.8/1.8, 4.3/2.8, and 4.3/1.8 bands. The
Ar computed for a wide range of temperatures with apL
50.2 atm•cm is shown in Fig. 10. The dependence of the equiva-
lent bandwidth on temperature is quite different for the H2O bands
from that of the CO2 bands, which causes a compensating effect
for these three pairs of wavelengths. With other combinations
where the H2O contribution is not present, theAr changes by a
factor of 500 or more for the same temperature range.

Having not reached the thin limit,Ar still depends on the
pressure-pathlength as can be seen from Fig. 11, wherepL is
varied as a parameter for the 2.8/1.8 pair for the bandwidths of the
experimental filters, i.e., 2.56mm,l1,3.02mm and 1.768mm
,l1,1.976mm. However, the dependence ofAr on pL is rela-
tively moderate. If theDl of Fig. 11 were reduced to those of Fig.
8, the results of Fig. 11 would be squeezed to the left with theAr
at low temperature increased, and theAr at the higher tempera-

Fig. 9 Narrow-band model „4.224 mmËl1Ë4.33 mm and
2.56 mmËl1Ë3.02 mm… predicted equivalent bandwidth ratio,
A 4.3 ÕA 2.8 , for CO 2 and H2O at the maximum simulated pressure-
pathlengths and the thin limit

Fig. 10 Narrow-band model predicted equivalent bandwidth
ratio, A 1 ÕA 2 , for CO 2 and H2O at the maximum simulated
pressure-pathlengths for various bandwidth combinations;
Dl1Ä4.224– 4.330, Dl2Ä2.56– 3.02, Dl3Ä1.768– 1.976

Fig. 11 Narrow-band simulated equivalent bandwidth ratio,
A 2.8 ÕA 1.8 , for various pressure-pathlengths approaching the
thin limit

Fig. 12 Narrow-band equivalent bandwidth ratio, A 2.8 ÕA 1.8 , for
the maximum simulated pressure-pathlength with variations of
the filter bandwidth wavelength limits
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tures reduced to recover exactly the results of Fig. 7, which is the
optically thin behavior exploited by Wakai et al.@6#. In the simu-
lated flame, the value ofpL changes by less than a factor of 3 in
the bulk of the flame~see Fig. 3!, which translates to a variation in
the Ar by less than ten percent.

The effect of filter bandwidth on theAr is presented in Fig. 12,
whereDl1 andDl2 are treated as parameters. The purpose is to
show that the variation ofAr with temperature can be controlled
to a large degree by adjusting the filter bandwidth. The sensitivity
on Dl1 , seen in Fig. 12, is due to the contribution of H2O in the
2.8 mm band.

Application
The approximate technique is applied to the simulated flame by

first obtaining thei-ratio from simulated fields~using RADCAL!
for the 2.8/1.8 band pair. The value ofAr is assumed to remain
constant at 24 as indicated by Fig. 11. The resulting temperature
field, obtained by solving Eq.~2!, is shown in Fig. 13. Except for
the outer zone of the flame, the reproduction of the temperature
field is excellent. The error, shown in Fig. 14, is within five per-
cent for most of the flame although it exceeds five percent for
temperatures below 450 K. When the technique described here is
applied to a measured intensity ratio, the experimental uncertainty
of that measurement introduces uncertainty into the computed
temperature field. By logarithmically differentiating the intensity
ratio at two wavelengths, i.e., Eq.~2!, we obtain the error in tem-
perature for a combined error in the intensity ratio and equivalent
bandwidth ratio. For each 1 percent error in the intensity ratio plus
the equivalent bandwidth ratio, the error in temperature is 1.3 K at
1000 K and 5.1 K at 2000 K. Consequently, a ten percent error in
the ‘‘experimental’’ data would produce a 13 K uncertainty in
temperature at 1000 K~1.3 percent!and 51 K at 2000 K~2.6
percent!, which are relatively low uncertainties.

Ferriso et al.@7# applied two-color, or bandwidth ratio, pyrom-
etry to the optically thin situation. They conjectured that the tech-

nique may be applied to nonthin gases because of the particular
behavior of the bands as they grow thicker, and what we have
outlined here is a method that demonstrates what they anticipated,
but noted at the time ‘‘is unconfirmed.’’

Evaluation of Ar

The assumption of a constantAr simplifies emission pyrometry
for nonthin gases by eliminating the need for evaluation of theAr
field. However, a constant value for theAr for the nonoptically
thin situation has to be chosen for the approximate method. This
can be done in various ways. An approximate value of the
pressure-pathlength can be obtained from the stoichiometric reac-
tion. For the particular flame examined here, (pCO2

1pH2O) L
50.38 atm•cm. From Fig. 11, theAr varies from 23 to 25 be-
tween 600 and 2200 K. An average value of 24 is used in Fig. 13.
For cases with greater pressure-pathlengths, theAr may not be as
uniform as in the cases presented. Choosing anAr at a particular
temperature assures relatively small error in the neighborhood of
that particular temperature.

The Ar can also be experimentally determined. If the tempera-
ture at a certain location is known from some other means, Eq.~2!
can be used to calculate the value of the constantAr . Yet another
approach is to use the maximum flame temperature as the tem-
perature at the location of peak intensities. Thei-ratio measured at
that location in conjunction with the maximum temperature yields
the Ar . Using such an approach anAr of 24.653 is calculated as
from the equilibrium temperature and thei-ratio at the location of
peak intensity. This is effectively the same at the assumed value
of 24 used to compute the temperature field of Fig. 13 giving, for
all intents and purposes, the same temperature field back again.

Conclusions
A number of approximate methods for the determination of a

temperature field for a nonoptically thin participating medium us-
ing pure emission pyrometry is presented. Without an absorption
measurement, emission pyrometry depends on theoretical spectral
information contained inAr . Existing techniques are based on the
choice of bands and bandwidths, at whichAr is only a function of
temperature as the flame becomes optically thin. However, at tem-
peratures below 1000 K, these techniques break down asAr be-
comes a function of the pressure-pathlength of the radiating spe-
cies, and the signal to noise ratio is low.

The behavior ofAr with respect to the choice of the bands,
choice of bandwidths, pressure-pathlength, and temperature for a
particular two-dimensional flame for flame spread over PMMA is
extensively studied. The major finding is that narrow-band radia-
tion calculations suggest thatAr remains approximately constant
for the 2.8mm/1.8-mm band pair for the nonthin situation. This
fact is exploited in approximate pyrometry methods used to de-
duce a temperature field from a ‘‘measured’’ intensity ratio.

In the first proposed approximate methodAr is obtained from a
simulated flame. Because the simulated flame here is also the
source of the ‘‘experimental’’ intensity ratio, the reproduction of
the temperature field is exact. The uncertainty of this method can
be judged by combining experimental data with the simulated
flame. For a ten percent uncertainty in the intensity ratio plus the
bandwidth ratio, a 1.3 percent uncertainty in temperature is ob-
tained at 1000 K and 2.6 percent at 2000 K.

In the second method, the pressure-pathlength is approximated
from the stoichiometric reaction, and a constant value, 24, forAr
is chosen from the characteristic spectral curves of the type pre-
sented in Fig. 11. Temperatures above 450 K are predicted with
less than five percent error using this method.

BecauseAr is hypothesized to be a constant, it can be calcu-
lated from emission measurements at a point where the tempera-
ture is known or can be estimated. Using the maximum flame
temperature of the simulated flame and the peak band intensities,
Ar is evaluated to be 24.65. Use of this estimate in this third

Fig. 13 Calculated flame temperature contours in K using a
constant A r of 24 „50 percent O 2, VgÄ10 cmÕs, lpÄ2 cm …

Fig. 14 Percent error between calculated flame temperature
contours using a constant A r of 24 and the simulated tempera-
ture contours „50 percent O 2, VgÄ10 cmÕs, lpÄ2 cm …
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approximate method produces the same degree of accuracy as the
second method. For a practical flame, the dissociation temperature
can be used to evaluateAr .

Nomenclature
Symbols „Units…

a0 5 absorption coefficient at 1 atm
A 5 effective bandwidth

Ar 5 equivalent bandwidth ratio
« 5 emittance over filter band due to all species,

~W/m2
•sr!

i 8 5 radiant intensity,~W/m2
•sr!

l p 5 pyrolysis length~2 cm!
x 5 direction along fuel surface in direction of flame

spread
y 5 direction perpendicular to fuel surface
p 5 pressure,~atm!

pL 5 pressure-pathlength,~atm•cm!
MMA 5 Methylmethacrylate

R 5 gas constant~kJ/kg•K!
T 5 temperature~K!
l 5 wavelength~mm!
r 5 density~kg/m3!

Subscripts

b 5 blackbody
CO2 5 only due to carbon dioxide
H2O 5 only due to water

l 5 spectrally dependent
n 5 filter specific
o 5 ambient conditions
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Estimation of Local
Thermophysical Properties of a
One-Dimensional Periodic
Heterogeneous Medium by
Infrared Image Processing and
Volume Averaging Method
The estimation of local thermophysical properties can be of paramount importance in the
study of heterogeneous media. The volume averaging method, here reduced to a one-
dimensional line averaging, is used to implement an estimation method of local thermal
resistivity field, for a stratified medium. The method is tested with experimental transient
temperature fields obtained with a calibrated stratified sample by an infrared camera. A
large number of images are processed at the transient state. The same intrinsic stationary
field is estimated from each image. By repeated estimations, this method reduces the
measurement noise influence.@S0022-1481~00!01701-1#
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Media

1 Introduction

Composite materials are widely used in aerospace or electronic
industry. The methods that are most commonly used to character-
ize the local behavior of heterogeneous media~@1#! use transient
thermal excitation at a small scale, as compared to the heteroge-
neities’ size. For instance, the laser photoreflectance method~@2#!
requires two different laser beams of a few micrometers in diam-
eter. The characteristic times associated with the characteristic
sizes of the experiment are quite short~the order of magnitude of
the excitation frequency is 100 kHz!, and experimental devices
are very sophisticated and must be very accurate~@3#!.

This paper proposes a simpler experiment associated with a
suitable estimation method. It consists in applying a transient heat
flux on one edge of a heterogeneous sample~see Figs. 1 and 2!.
The characteristic times of our method are associated with the size
of the sample, and not with the size of the heterogeneities. This
implies that the heat flux influences an area much larger than the
heterogeneity. The data acquisition is also slower than with more
classical local measurement methods, such as laser photoreflec-
tance. The experimental device, which is based on infrared ther-
mography, is therefore considerably simplified. But the obtained
images are quite noisy and complex, and must be processed with
physical models. In the case of a heterogeneous medium, the ex-
perimental transient temperature fieldT can be decomposed into

the sum of a macroscopic field̂T&, and a local deviation fieldT̃.
The volume averaging method~@4#! can then be useful to process
infrared images. This method is usually used to compute effective
macroscopic properties from local properties, such as the effective
thermal conductivities~@5#!. In this paper, the volume averaging
method is used in a nonclassical way, since transient temperature
fields are processed in order to estimatelocal thermophysical
properties. The estimation method is partly based on the relation

that links the local and the macroscopic temperature fields through
the vectorb. This closure vector is a local stationary field.

The complete estimation method is presented first, and the
problems due to measurement noise are processed with a least
squares linear estimation~@6#!. The experimental validation is
then presented with a calibrated multilayered sample.

2 Description of the Method
The experimental method consists of applying a transient heat

flux on one edge of a heterogeneous sample~see Figs. 1 and 2!.
For each time-step of the experiment, an infrared camera records
the temperature field at the surface of the sample. The closure
problem, which links macroscopic and local temperature fields, is
solved first. From its solutionb, the local field of the thermal
conductivities is then deduced.

2.1 Experimental Estimation of the Field b. The volume
averaging method~@4,7#! allows us to describe the heat transfers
in a heterogeneous medium through a macroscopic model associ-
ated with an equivalent continuous model. The basic idea of the
volume averaging theory is that a temperature fieldT is the sum of
a mean component~or macroscopic field̂T&! and of a local com-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Mar. 27,
1999; revision received, Sept. 10, 1999. Associate Technical Editor: T. Avedisian. Fig. 1 Diagram of a periodic stratified medium
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ponentT̃, which describes the spatial deviation around the mean
value of the temperature~@8#!. The macroscopic temperature^T& is
an average temperature upon the whole representative elementary
volume, which is the unit cell of a periodic heterogeneous me-
dium. In the general casêT& is a continuous field defined by a
convolution product such as

^T&5m^ T. (1)

The weighting functionm is defined by

m~x!5~H~x1 l /2!2H~x2 l /2!!/ l (2)

whereH is the Heaviside function, andl is the averaging length,
or the length of a unit cell (l 5e11e2). In the case of a one-
dimensional medium, as shown in Fig. 1,^T& is defined by

^T~x,t !&5
1

l Ex2 l /2

x1 l /2

T~z,t !dz. (3)

The previously described averaging method also corresponds to a
filtering of the signal, which attenuates the fluctuations of spatial
frequency greater than the characteristic frequency 1/l . The intrin-
sic average temperature for thei phase is given by

^Ti~x,t !& i5
1

ei
E

x2 l /2

x1 l /2

Ti~z,t !dz (4)

whereTi(z,t) is zero whenz locates a point that is not ini phase,
andei is the length of phasei contained within lengthl.

In some cases, the medium is considered to be in local thermal
equilibrium ~@9#!, that is to say

^T&5^T1&
15^T2&

2 (5)

and the two-equation model, considering^T1&
1 and ^T2&

2 sepa-
rately, yields a one-equation model in which the only macroscopic
temperature iŝT&. Gobbe´ et al. @10# have shown that the local
thermal equilibrium hypothesis was always verified under the ex-
perimental conditions used in this paper~periodic stratified me-
dium, perpendicular to the heat flux and with Dirichlet boundary
conditions!. Under the assumption of a local thermal equilibrium,
Carbonell and Whitaker@11# propose a closure problem

T̃5b> •¹^T&. (6)

This equation links local variables~spatial deviationsT̃! with
macroscopic variables~macroscopic temperature gradient field
¹^T&!. In a general caseb is a vector. The components of the
closure vectorb are local coefficients and depend on both the
geometry and the thermophysical properties of the medium. In a
one-dimensional transfer, vectorb yields a scalar fieldb, and Eq.
~6! is written

T̃~x,t !5b~x!¹^T~x,t !&. (7)

In practice, each infrared imageT(x,y) is averaged in the di-
rection perpendicular to the heat flux~Oy-direction!, which gives
a local temperature profileT(x). The macroscopic temperature

field ^T& is deduced from each profile by use of Eq.~3!. The
macroscopic temperature gradient field¹^T& is obtained by dif-
ferentiating ^T&. The spatial deviation fieldT̃ is deduced from
fields T and ^T& ~@8#!. In theory, one thermographic image is
enough to estimate theb field, but all the images will be processed
in order to have the best estimate ofb field.

2.2 Study of the Measurement Noise Influence. The mea-
surement noise in infrared thermography is rather important
~about 0.5 K!. One of the advantages of the proposed method is
that the parameter estimation is made from a great number of
experimental results, which statistically decreases the influence of
measurement noise. Theobservedtemperature fieldT& is made up
of an exacttemperature fieldT and an error fieldeT such as

T&5T1eT . (8)

We will consider, in the following, that the measurement noise is
sufficiently softened by the spatial convolution, and does not ‘‘re-
appear’’ with spatial derivation. Under this condition, macro-
scopic variables, and more particularly the macroscopic gradient
field ¹^T&, are assumed to be known without error. Thus, mea-
surement noise is thoroughly integrated in the spatial deviation
field T̃. For thei th experimental time-step, the unknown param-
eterb is linked to the local deviation fieldT̃ through the relation

F T̃1

T̃2

•

T̃M

G
i

5@X# iF b1

b2

•

bM

G (9)

where

@X# i5F ¹^T1& 0

•

0 ¹^TM&
G (10)

@X# i is anM by M sensitivity matrix, if@ T̃# i is a M by 1 matrix.
Equation~9! is related to one time-step. The measurement is re-
peatedN times, Eq.~9! then yields

F @ T̃1 T̃2 • T̃M#1
t

@ T̃1 T̃2 • T̃M#2
t

•

@ T̃1 T̃2 • T̃M#N
t

G5F @X#1

@X#2

•

@X#N

GF b1

b2

•

bM

G (11)

which can otherwise be written

T̃5Xb. (12)

Vectorb contains the unknown parameters. MatrixX is composed
of the macroscopic gradients, which are assumed to be known
without error. The elements of vectorT̃ are defined with measure-
ment noise. This additive measurement noise has a zero mean
value, is noncorrelated, and has a constant standard deviation. The
temperature field covariance matrix can then be defined as

cov~ T̃!5s2I (13)

whereT is the identity matrix. The optimal estimator of fieldb,
denotedb̂, is obtained~@6#! through the relation

b̂5~Xt@cov~ T̂!#21X!21Xt@cov~ T̂!#21T̃. (14)

According to Eq.~13!, Eq.~14! may be simplified

b̂5~XtX!21XtT̃. (15)

We are also able to evaluate the estimation error upon fieldb̂

Fig. 2 Schematic of the experimental device
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cov~ b̂!5cov~eb̃!5s2~XtX!21. (16)

Equations~15! and~16! show that dealing with a great quantity
of information strongly decreases the measurement noise influ-
ence. All data are weighted by the macroscopic gradient. Thus,
the estimation of theb̂ field will be improved by dealing with
large gradient values.

The best estimate solutionb̂, or b̂ field, of the closure problem
~Eq. ~6!! was found, along with the estimation error cov(eb̃), or
cov(eb).

2.3 Estimation of the Resistivity Field. In the case of a
periodic medium with symmetric unit cells, Quintard and Whi-
taker @4# suggest that the closure vectorb and the local conduc-
tivity field l be linked through the following relation:

¹•~l¹b!52¹•~lI !. (17)

We observe that Eq.~17! is stationary. This is due to the fact
that the different time scales are dissociated: The characteristic
times related to the transfer at a local scale~local equations!are
much smaller than the times related to the transfer between the
heated area and the measurement points~macroscopic equations!.

In a stratified medium, where the macroscopic gradient field is
perpendicular to the strata, heat transfer can be considered one-
directional and Eq.~17! is then written

d

dx S l~x!
db~x!

dx D52
dl~x!

dx
. (18)

Integration of Eq.~18! with respect tox gives

l~x!5AY S 11
db~x!

dx D (19)

wheredb(x)/dxÞ21 andA is an integration constant. The case
where db(x)/dx521 will be discussed later in this paper. To
avoid the indetermination problems, we will no longer consider
the conductivity field, but the thermal resistivity fieldR(x) de-
fined as

R~x!51/l~x!5S 11
db~x!

dx D Y A. (20)

Let us consider a stratified medium~Fig. 1!, composed of a
stack of identical unit cells, perpendicular to the heat flux. Each
unit cell is made up of two different layers, referred to as phase 1
and phase 2. The thickness of the layers is denotede1 ande2 , and
the thickness of the unit cell is denotedl. Thermal conductivities
are, respectively,l1 and l2 . The i phase linear fraction is« i
5ei / l . Considering such a stratified medium, Gobbe´ and Quin-
tard @12# propose an analytical solution to the closure problem
~Eq. ~7!!

b~x!5S «1

2
l 1xD «2~l22l1!

«1l21«2l1
; if 2e1,x,0

b~x!5S «1

2
l 2

«1

«2
xD «2~l22l1!

«1l21«2l1
; if 0 ,x,e2 . (21)

This latter analytical solution is introduced into Eq.~20!, and
sinceR(x) is known in each medium~1/li in phasei! the inte-
gration constant is

A5l1l2 /~«1l21«2l1! (22)

whereA is the equivalent, or macroscopic, thermal conductivity of
a multilayered sample, in which the strata are perpendicular to the
heat flux. In most cases, the equivalent conductivity of the hetero-
geneous medium is not known. It has to be determined from a
macroscopic measurement of the thermal diffusivity~@13,14#!,
when the global heat capacity was previously estimated. In fact,
the proposed method estimates a relative distribution of local ther-
mophysical properties~R field!.

The main difficulty in estimating theR field is to deriveb. Field
b is estimated from experimental results, and is therefore noisy,
and the estimation of theR field is an ill-posed problem~@15#!,
since derivation increases the noise influence. To decrease the
effects of the noise amplification due to derivation, an optimal
Wiener filtering~@16#! is used to estimate theR field. This filter
gives more importance to the points of theb field that are esti-
mated with the smaller estimation erroreb .

The estimation of the optimal resistivity field was presented.
The estimation method will now be tested with experimental tem-
perature fields.

3 Experimental Results
The experimental device is shown schematically in Fig. 2. The

sample~height 25 mm, width 65 mm, and length 50 mm! is made
of 25 strata. The strata are 2 mm thick, and are alternatively made
of aluminum (l15200 W m21 K21) and of epoxy resin (l2

50.32 W m21 K21). The macroscopic thermal conductivity of the
sample was estimated from Eq.~22!, and is 0.64 W m21 K21. The
observed surface is carefully polished and painted black, to ensure
a uniform and close to 1 emissivity. The value of the emissivity is
not needed in the estimation process, since theb field is defined
through a ratio of temperatures. The heat flux~perpendicular to
the strata!is applied on one side of the multilayered sample,
through a heating plane resistance of the same size as the sample
~see Fig. 2!. The upper, lower, and lateral sides of the sample are
left as they are. The sample is held by the side where the heat flux
is applied, and by the opposite end. The thermal perturbation has
not reached the opposite end during the time of the experiment. In
this experiment, the heat flux is a step function of time, even
though the steady state was not reached, as shown in Fig. 4. The
measurements are made during transient state. The electric power
dissipated by the resistance is 7 W, which implies a temperature
increase that is contained between 50 and 0.6°C, according to the
point that is taken into consideration. In order to have a suffi-
ciently large macroscopic temperature gradient field, the sample
was heated for 15 min before the beginning of the data recording.

No particular precautions have been taken about the lateral con-
vective and radiative heat losses. The reason is that such losses,
like transient effects, are noticeable at large scale but negligible at
small scale. Under the present experimental conditions, the ratio
of the flux that leaves,w(x5L), and that comes in,w(x50), the
observed surface can be deduced from the equation of heat trans-
fer in a fin ~@17#!

w~x5L !

w~x50!
5expS 2A2h

Ar
L D , (23)

with h510 W m22 K21, the heat losses coefficient,r 523
31023 m, the equivalent radius of the sample,A
50.64 W m21 K21, the macroscopic thermal conductivity, andL
54531023 m, the length of the observed surface. The outgoing
heat flux,w(x5L), is 80 percent smaller than the incoming heat
flux, w(x50), which traduces an important effect of the lateral
heat losses at a large scale. On the other hand, the ratio of the flux
that leaves and that comes in an elementary surface represented by
a pixel whose length isdl50.23 mm is given by

w~x1dl !

w~x!
5expS 2A2h

Ar
dl D . (24)

The outgoing flux,w(x1dl), is only one percent smaller than the
incoming flux,w(x). The heat losses at the local scale are there-
fore negligible.

Figure 3 illustrates an example of a thermographic image of the
aforementioned sample. This infrared picture was obtained with
an AVIO TVS 2000 infrared camera, which can record up to 512
images. Each image is composed of 1003256 pixels. The length
of the pixel is measured from a calibrated sample. According to
the lens, and to the distance between the camera and the sample
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that were used in the experiment, the length of each pixel is esti-
mated to be 0.23 mm. The recording frequency is 1 image/s. The
large number of experimental data compensates for the poor ac-
curacy of each pixel measurement, through the statistical data
processing. Estimation ofb and l parameters is feasible only if
the medium’s behavior can be described with macroscopic equa-
tions. In the case of a stratified medium, Batsale et al.@18# require
that the unit cell adjacent to the heat flux not be taken into con-
sideration. The experimenter should then be careful that the ob-
served surface be far enough~about a few cells!from the thermal
excitation.

In order to estimate the one-dimensional temperature field in
the Ox-direction~parallel to the heat flux!, each two-dimensional
temperature image is averaged in theOy-direction~perpendicular
to the heat flux!. Figure 4 illustrates two local one-dimensional
temperature fields, and their related macroscopic temperature
fields ~obtained with Eq.~3!! for t51 s andt5300 s. The bidi-
rectional effect of the heat flux in the sample is limited because
the observed surface is not in contact with the edges of the
sample.

Figure 5 illustrates examples ofb fields estimated with Eq.~7!
for t51 s, t5150 s, andt5300 s. It shows that when macro-
scopic gradients are large enough, the estimated closure fieldsb
are accurate, and do not depend on time.

The estimation of fieldb̂ is made using Eq.~15!. It yields one
optimal field, illustrated in Fig. 6. The nondimensional values of
the thermal resistivities (R* 5R/R2) are also shown in Fig. 6, so
as to illustrate the structure of the medium.

The thermal resistivityR field, shown in Fig. 7, is estimated
from theb̂ field by Eq.~20! with use of a Wiener optimal filtering.
The awaited values for the lowest~aluminum!and highest~epoxy
resin! resistivities are R15(5.060.5) 1023 K m W21 and R2

5(3.160.3) K m W21, respectively. Experimental results for the
lowest conductivity~highest resistivity! are very satisfactory. The
estimation of thermophysical properties in the most conductive
medium is not possible when it is highly more conductive than the
other medium. The analytical solution of theb field ~Eq. ~21!!
shows thatdb(x)/dx521 in the most conductive medium. This
corresponds to an indeterminate thermal conductivity~Eq. ~20!!,

Fig. 3 Infrared image of the multilayered sample at time t

Fig. 4 Local and macroscopic temperature fields, experimen-
tal results

Fig. 5 b fields, tÄ1 s, tÄ150 s, and tÄ300 s

Fig. 6 Optimal b field

Fig. 7 Experimental thermal resistivity R field

24 Õ Vol. 122, FEBRUARY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



or to a 0 thermal resistivity. The thermal resistivity of the alumi-
num strata is very low:R15(5.060.5) 1023 K m W21. Therefore
the experimental uncertainties lead to some negative values of the
thermal resistivity. Figure 7 clearly illustrates the spatial filtering
of the infrared camera, since the phases’ boundaries are not
sharply defined. The highest spatial frequencies are so attenuated
that the square angles of the resistivity field have disappeared. The
spatial transfer function of the camera was determined, and its
inverse was applied toR field, as described in Bougeard et al.
~@19#!. Although the measurement noise is slightly increased, it
yields a field that discriminates the phases better, as shown in Fig.
8.

Up to now, the estimation method did not require the knowl-
edge of the size of the strata in the one-dimensional medium. The
accuracy of the estimatedb field in Fig. 6 allows us to determine
the thickness of each stratum. The distance between two consecu-
tive extreme values of theb field gives an estimate of the thick-
ness of the considered layer. The average estimated thickness is
(2.0060.10) mm, when the expected value is 2 mm. Making the
hypothesis that the resistivityR is constant by parts, with every
other resistivity being nonzero, there remains only one parameter
to estimate. The resistivity of the less conductive medium~here
the epoxy resin!is estimated via a least-squares method in Fourier
space. The estimated value is (2.560.2) K m W21. The epoxy
resin here is assumed to have a (3.160.3) K m W21 thermal re-
sistivity, 19 percent higher than the estimated value. Two esti-
mated resistivity profiles are shown in Fig. 9. The first one corre-
sponds to the estimation ofR when the geometry and both
resistivities of media 1 and 2 are searched at the same time. The
second profile was obtained with the a priori knowledge of the
geometry of the medium and of the lowest thermal resistivity.

The knowledge of the sample’s geometry allows us to a poste-
riori check the validity of the local thermal equilibrium assump-

tion. The macroscopic intrinsic temperatures relative to each
phase~^Ti&

i defined by Eq.~4!! are thoroughly comparable to the
macroscopic temperature~^T& defined by Eq.~3!!, as shown in
Fig. 10.

The proposed estimation method gives precise information
about the geometry~the unit cell size was very properly esti-
mated!of a periodic multilayered sample. It also estimates the
resistivity of the less conductive material with reasonable
accuracy.

4 Remarks About the Proposed Method
The method presented in this paper gives an estimation of the

thermophysical properties in a multilayered sample, thanks to a
one-dimensional volume averaging method, infrared thermogra-
phy, and inverse techniques. The thermal resistivities of a sample
made of epoxy resin and aluminum strata were estimated. Even
though the estimation method may seem to be inaccurate, it is an
easy-to-use and powerful means to produce a map of thermo-
physical properties. One of the most important advantages of the
method is that it requires a simple experimental device. The only
high-tech device is an infrared camera and a local thermophysical
properties field is estimated with only one position of the experi-
mental bench.

Although the effects inherent to infrared thermography~mea-
surement noise and spatial filtering! were taken into consideration,
the use of an infrared camera with a better spatial filtering should
improve the results.

The spatial resolution that can be reached with this technique
depends on the lens of the camera. In this study, the unit cell was
4 mm thick, but the estimation method has been tested with a
multilayered carbon sample, whose unit cell was 1.3 mm thick.
The use of an infrared microscope could make the characteriza-
tion of electronic components possible, since some stacked com-
ponents can be assimilated to multilayered materials. The order of
magnitude of such stacks is 10310320 mm3.

The estimation method was presented for a one-directional heat
transfer. The study of a two-dimensional heterogeneous medium
~one phase is dispersed in another phase! is more difficult. The
estimation of theb vector components is made in the same way as
the one-dimensional case, but inversion of Eq.~17! is difficult
because it has no simple analytical solution, and requires two
macroscopic thermal excitations, in theOx and Oy-directions.
Some first results obtained with a two-dimensional sample are
given in Varenne et al.@20#. The study of three-dimensional het-
erogeneous media requires physical assumptions, because tem-
perature distribution as a function ofz ~direction perpendicular to
the observed surface of the sample! is not accessible with classical
infrared measurements.

Fig. 8 R field with and without spatial inverse filtering

Fig. 9 Resistivity of the sample: estimation of a function, and
estimation of the resistivity of one of the media

Fig. 10 Validation of the local thermal equilibrium hypothesis
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Nomenclature

A 5 macroscopic thermal conductivity~W m21 K21!
b 5 vector field that maps¹^T& onto T̃ in the one-

equation model~m!
b 5 scalar field, analogous tob in a one-dimensional

transfer
dl 5 length of a pixel~m!
ei 5 i layer thickness~m!
ev 5 measurement error on field or vectorV
h 5 heat losses coefficient~W m22 K21!
I> 5 identity matrix
L 5 length of the observed surface~m!
l 5 length of the unit cell~m!

M 5 number of measurement points
m 5 weighting function~m21!
N 5 number of time steps
R 5 thermal resistivity~K m W21!
r 5 equivalent radius of the sample~m!
T 5 local temperature field

^T& 5 macroscopic temperature field
^Ti&

i 5 intrinsic phase average temperature for thei phase
T̃ 5 spatial deviation temperature
T& 5 exact temperature field
t 5 time ~s!

X 5 sensitivity matrix

Greek

« i 5 linear fraction of thei phase
l 5 thermal conductivity~W m21 K21!

l i 5 thermal conductivity of thei phase~W m21 K21!
s 5 measurement noise standard deviation
w 5 heat flux~W!
j 5 integration dumb variable

Superscript

.t 5 transposed matrix
.* 5 nondimensional quantity
•̂ 5 best estimate
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Simultaneous Measurement of
the Orthogonal Components of
Thermal Diffusivity in PVC Sheet
An extension of the flash method is described that measures simultaneously the three
orthogonal components of thermal diffusivity in specimens of moderate thermal diffusiv-
ity. Only part of the top face of the specimen is illuminated and the temperature histories
are recorded at three points on the bottom face. A Marquardt parameter estimation
algorithm coupled with a finite difference model of the diffusion equation analyzes these
temperature histories to determine the components of thermal diffusivity. Illustrative mea-
surements in stainless steel, glass, and PVC demonstrate that accurate three-dimensional
thermal diffusivity measurements can be made in this way. The in-plane components of
thermal diffusivity of as-supplied PVC sheet are shown to be about 20 percent greater
than the out-of-plane component. This anisotropy appears to be due to the manufacturing
process and exemplifies the need for such measurements.@S0022-1481~00!70101-0#
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Introduction
Initially isotropic polyethylene subjected to large plastic defor-

mation has been found to develop anisotropic thermal conductiv-
ity ~@1#!. Likewise, composite materials~e.g., Refs.@2,3#!, poly-
mers in thin films~@4#!, and biological tissues~@5#! have been
found to have anisotropic thermal conductivities. Multiple com-
ponents of the thermal conductivity~or diffusivity! tensor are of-
ten measured by the sequential application of a one-dimensional
measurement method. This in turn often requires that specimens
be fabricated uniquely for each component measured~e.g., Refs.
@1,2,5#!. Requiring multiple specimens, and having to alter their
geometry for each direction measured, may add uncertainty in
correlating the components of thermal property tensors, especially
in materials prone to specimen-to-specimen variability, such as
biological tissues. Measuring multiple components using a single
specimen has often required substantial contact with the speci-
men, such as depositing metal lines of varying widths on thin
dielectric films ~@4#! or sandwiching a mica heater between two
carbon-carbon composite specimens and embedding thermo-
couples into the specimen~@3#!. Methods requiring such contact
prevent the application of well-defined finite deformation, as
might be desired in a study of finite thermoelasticity in elastomers
or biological tissues. Furthermore, such methods may be inappro-
priate for materials requiring a specific chemical state or that are
not easily manufactured.

The flash method of thermal diffusivity measurement~@6#! re-
quires little contact with the specimen. Donaldson and Taylor@7#
and Chu et al.@8# extended the one-dimensional flash method to
measure the out-of-plane and radial in-plane components of ther-
mal diffusivity using a single specimen. Only the center of the
specimen was illuminated and the temperature history at two
points on the rear surface measured. Maillet et al.@9# and Lachi
and Degiovanni@10# refined this two-dimensional flash method to
measure the out-of-plane and radial in-plane components of ther-
mal diffusivity simultaneously and developed criteria for the op-
timal position of the thermocouples for given aperture and speci-

men sizes. Fujii et al.@11# determine the in-plane components of
thermal conductivity of several test materials using a laser flash
and measuring the temperature of the illuminated surface using an
IR camera. Although they list a three-dimensional boundary value
problem for data reduction, only the in-plane components are cal-
culated by comparing temperature histories with finite difference
solutions. Sawaf and O¨ zişik @12# suggested using the Marquardt
parameter estimation algorithm coupled with a finite difference
solution of the heat diffusion equation to determine the three com-
ponents of thermal diffusivity in an orthotropic material. Their
illustrative calculations employed a cubic specimen with constant
temperature boundary conditions. Wright et al.@13# proposed fur-
ther extending the flash method to measure the three diagonal
components of the thermal diffusivity tensora of elastomers and
biological tissues subject to finite strain. As with the two-
dimensional flash method, a portion of the front face would be
illuminated, but now temperatures at three points on the rear sur-
face would be measured. Then, a Marquardt parameter estimation
algorithm coupled with a finite difference solution of the heat
diffusion equation would be used to determine the three compo-
nents of thermal diffusivity.

Described here are the simultaneous measurements of the diag-
onal components ofa of plane specimens. Key features are mini-
mal contact with the specimen~required for specimens that may
undergo large deformations! and quantification of the role of heat
conduction in the air layer underneath the specimen. Conduction
in the air layer is shown to be important for materials of moderate
thermal conductivity.~Many such materials, for example biologi-
cal tissues which must remain well hydrated, may not be tested in
a vacuum that could eliminate conductive and convective parasitic
losses.!The results discussed here are limited to undeformed ma-
terials at room temperature. Stainless steel and plate glass illus-
trate the accuracy of the measurements in isotropic materials.
Then, a of PVC sheet is contrasted to that of PVC rod. These
results illustrate that manufacturing processes may introduce di-
rectional dependence in the thermal properties of polymers, and
hence the need for measurements beyond those that presume ma-
terial isotropy.

Methods and Materials
The one-dimensional flash method~@6#! has evolved to become

a standard~@14#! for determining the out-of-plane component of
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thermal diffusivity az of solids. Briefly, the front surface of a
nominally opaque planar specimen absorbs a burst of intense ra-
diant energy and the temperature history of the rear surface is
recorded. Then,az can then be estimated simply as

az5
1.37d2

p2t1/2
(1)

where d is the thickness of the specimen andt1/2 is the time
required for the rear surface to reach one-half its maximum tem-
peratureTmax. As determined by Eq.~1!, az is independent of the
amount of energy absorbed, requiring only that an ‘‘instanta-
neous’’ burst of energy be absorbed at the front surface. Degio-
vanni @15# and the ASTM@14# discuss criteria for the flash to be
considered instantaneous. Taylor@16# and Balageas@17# have re-
viewed the flash method and the literature that describes it, and
discussed some of the methods used for more accurate data
reduction.

In this extension of the flash method to three dimensions, a
plane specimen is mounted horizontally such that the top face is
illuminated and the temperatures are measured on the bottom. A
linear xenon flashtube, mounted in an aluminum reflector, illumi-
nates the top face of the specimen~Fig. 1~a!!. A 50350 mm
aperture plate with a 20320 mm opening is mounted between the
flash and the specimen. Three 0.254-mm diameter E-type thermo-
couple probes are mounted into miniature glass pipettes which are
in turn glued into holes in an aluminum fixture. The thermocouple
probes protrude from the glass pipettes such that the pipettes are

not in contact with the specimen. These coplanar thermocouples
form the apexes of a right isosceles triangle which has two 15-mm
sides and when aligned with the aperture, measure the temperature
at the center of the projection of the lighted area and at two points
outside this projection~Fig. 1~b!!. The aperture plate is mounted
on a linear translation stage that allows adjustment of the spacing
between the aperture and the thermocouples while maintaining
accurate alignment. A small amount of high thermal conductivity
silicone paste is applied to the thermocouples to insure good con-
tact between the thermocouple probe and the specimen surface.
The paste is applied under magnification to aid in consistent
application.

Measurements of five flashes with a broad band~320–1100 nm!
photodetector indicated that the total flash output is consistent
with a standard deviation of less than 0.37 percent and reaches its
peak at 400ms. Greater than 94 percent of the flash energy is
released within 1 ms, and at any instant the flash level was repeat-
able to within 1.4 percent. The ASTM standard stipulates that for
Eq. ~1! to be valid in the one-dimensional tests, the flash must last
less than 6 ms for the most restrictive specimens used here
~2.25-mm thick stainless steel!. Measurements showed that the
region underneath the aperture opening was uniformly illuminated
~less than a one percent variation! along the axis of the bulb and
that there was an eight percent variation perpendicular to the axis.
An opal glass diffuser was added between the flash and the aper-
ture and subsequent measurements indicated about one percent
variation across the entire illuminated region.

Fig. 1 „a… Schematic diagram of the orthogonal thermal diffusivity test
device and „b … Illustration of the Illuminated central region and the thermo-
couple locations
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The amplified thermocouple signal is sent to a temperature-
compensated terminal strip, which is connected to an eight-
channel A/D board mounted in a 90 MHz Pentium PC. The ability
of the temperature measurement system to adequately resolve the
temperature history of the polymer specimens for which this sys-
tem is intended can be evaluated indirectly by measuring the ther-
mal diffusivity of a reference material that has a higher diffusiv-
ity. Stainless steel~AISI 304!, with a thermal diffusivity roughly
40 times that of PVC, has at1/250.18 s ford52.25 mm, as com-
pared with 13 s for 3-mm thick PVC specimen. The measuredaz
was 3.91 mm2/s for the AISI 304 sample, within the range of
reference values~2.84,a,5.04 mm2/s ~@18#!! and within about
one percent of 3.95 mm2/s ~@19#!. By extension, if the temperature
measurement system accurately captures the temperature response
of AISI 304, then it is sufficiently fast for measurements made
with PVC specimens of similar thickness.

Data Reduction. A Marquardt algorithm~@20#! estimated the
components ofa from the bottom face temperature histories and
the calculations of a finite difference model. Data reduction for
the one-dimensional measurements ofaz alone, made by remov-
ing the aperture plate, was performed using both Eq.~1! and a
Marquardt algorithm with a one-dimensional finite difference
model.

The diffusion equation for a nondeforming solid, assuming the
absence of stress power and volumetric heat addition, is written as

]T~x,T!

]t
5a:“~“T~x,t !! (2)

where T is temperature,x position, andt time. For the one-
dimensional measurements, the bottom and, after the flash, the top
faces are assumed adiabatic. Before the end of the flash, a time-
dependent heat flux is assumed on the top face. Thus, the bound-
ary conditions are

z50 and t,t f→q95qmax9 f ~ t !

z50 and t.t f→dT/dz50

z5d→dT/dz50

whereq9 is the top face heat flux,t f the flash duration,f (t) a time
varying function whose form models the output of the photode-
tector in the aforementioned measurements, andqmax9 the maxi-
mum heat flux absorbed by the surface. Two parameters are esti-
mated for the one-dimensional tests:az andqmax9 /rC, wherer is
the mass density andC the specific heat. A grid of nine nodes was
found to converge to within 0.1 percent of the temperature calcu-
lated with a grid of 51 nodes; 11 nodes were used in the data
reduction. A global energy balance was maintained to better than
0.01 percent.

Figure 2 illustrates the geometry for the three-dimensional
model for the data reduction of the components ofa. Adiabatic
boundaries were specified on the symmetry planes and at the dis-
tant edges of the specimen. A convective boundary was specified
on the top face, except under the aperture opening, where a spa-
tially uniform time-varying heat flux was specified during illumi-
nation, followed by a convective boundary condition after the
flash. The bottom boundary assumes conduction into the air un-
derneath the specimen. Such boundary conditions may be written

z50, t,t f , and x<xj , y<yf→q95qmax9 f ~ t !

z50, t.t f , and x<xf , y<yf→2kzdT/dz5h~T2T`!

z50 and x.xf , y.yf→2kzdT/dz5h~T2T`!

z5d→kzdT/dz5kadTa /dz

x,y50, l→dT/dn50

wherexf andyf are the half-lengths of the illuminated region,kz
andka the thermal conductivities of the specimen and air, respec-

tively, l the half-length of the specimen,z the out-of-plane direc-
tion, T` the ambient temperature, andh the convective heat trans-
fer coefficient. Note,kz is estimated as part of these tests using the
estimated value ofaz and reference values ofC andr. The Mar-
quardt program for three-dimensional measurements estimates
five parameters: the three components of thermal diffusivity~ax ,
ay , andaz!, heat flux term definedqmax9 /rC, and heat loss term
defined 2hdt/rCdx, wheredx is the node spacing anddt the
timestep. A 7321321 grid produced temperature histories within
0.1 percent of a 2131213121 grid for the three-dimensional
model; an 11321321 grid was used for data reduction.

Conduction in the air layer underneath the specimen plays a
significant role in heating specimens of moderate thermal diffu-
sivity at the transverse thermocouple locations. The aperture
opening is 10 mm on a side and the distance between the central
and transverse thermocouples is 15 mm, butd'3 mm. Once the
air has been heated by the central region of the bottom face of the
specimen, it provides an alternative path for energy transport.
Since the total temperature rise of the transverse thermocouples in
the three-dimensional tests run here is on the order of 0.3°C, even
a small addition of energy from the air can cause significant error
in the determination of in-plane thermal diffusivity. The Rayleigh
number is small enough to indicate the absence of buoyancy
driven flows in the air underneath the specimen~@21#!. This was
confirmed by measurements of the temperature response of the air
and comparison with finite difference modeling. Calculated speci-
men temperatures were unchanged for included air layers thicker
than 13 mm.

Measurement Protocol. The specimen is first coated with
flat black paint~'0.02 mm thick!to enhance absorption of the
flash energy at the top surface. Absorption of the flash energy
within the material requires correction to the data reduction analy-
sis ~@22#!. Taylor @16# suggested that excessive heat loss, energy
addition via conduction or convection, or energy absorption
within the material would causeaz to vary by more than five
percent as a function oft(5t/t1/2). The effectiveness of the paint
was thus assured by one-dimensional tests for whichaz varied
less than two percent for 1.0,t,4.5 for the otherwise most trans-
parent material examined here~plate glass!. After coating, the
specimen is placed into the specimen holder, the thermocouples
positioned on the bottom face, and the aperture plate adjusted to
within 0.5 mm of the top surface. Data acquisition is started, the
bulb flashed, and the temperature history recorded for the three
thermocouples. Following data acquisition, the specimen is al-
lowed to cool to the ambient temperature before the test is re-
peated. After testing is complete, the geometry of the illuminated
area, as marked by discoloration of the paint, and thermocouple
locations, as marked by the high thermal conductivity paste, are

Fig. 2 Schematic diagram of the geometry for the three-
dimensional model
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checked to confirm the pretest values. The thermal diffusivities
are then calculated using the Marquardt algorithm.

The one-dimensional tests met ASTM E-1461-92~@14#! crite-
ria. The uncertainty in the one-dimensional tests can be found
using Eq.~1! and the uncertainties of measuring the thickness of
the specimen~20 mm! and the time of the temperature history
~0.004 s!. Using the method of Kline and McClintock@23#, the
uncertainty of the one-dimensional measurements is 0.12, 0.0072,
and 0.0014 mm2/s for the AISI 304, glass, and PVC measure-
ments, respectively. For the three-dimensional measurements, the
temperatures of the three thermocouples were brought into agree-
ment at the start of each test by bringing them to a common initial
value based on their pre-flash average readings. These corrections
were less than 0.02°C. Analysis revealed the noise in the tempera-
ture history data to be randomly distributed, thus not affecting the
Marquardt fit. Based on statistical analysis of the three-
dimensional results, the uncertainty in the in-plane values is 0.22,
0.017, 0.008 mm2/s for the AISI 304, glass, and PVC measure-
ments, respectively, and for the out-of-plane values of 0.14, 0.008,
0.004 mm2/s for AISI 304, glass, and PVC measurements,
respectively.

Results
First, three-dimensional measurements were made in materials

with isotropic thermal properties, AISI 304 stainless steel and
plate glass. As mentioned above, one-dimensional measurements
of az of AISI 304 were within one percent of a reference value.
Typical temperature histories of the central and one of the trans-
verse thermocouples for the three-dimensional tests, along with
the Marquardt fits, are shown in Fig. 3; the other transverse ther-
mocouple trace is indistinguishable from the one shown. These
curves illustrate the rapid rise in temperature for the central ther-
mocouple as compared with the transverse ones and the relative
magnitudes of the thermocouple signals. Also, the rapid decline of
the central temperature history, as compared with a standard one-
dimensional test, results from only part of the front face being
illuminated and the subsequent lateral diffusion. The thermal dif-
fusivity of AISI 304 is large enough that accounting for the heat
conduction in the air beneath the specimen changes the measured
values by less than one percent. Table 1 lists the average~of ten
tests!of values of the components ofa, the one-dimensionalaz ,
and the range of reference values~@18#!. The three-dimensional

values are in good agreement with each other and deviate from the
one-dimensional value by less than two percent. The standard
deviation is less than 0.1 mm2/s for each of the components, dem-
onstrating the repeatability of the measurements.

Next, a 2.28 mm specimen of plate glass with unknown com-
position was cut and its top face painted. Table 1 lists its average
az measured in a series of 15 one-dimensional flash tests: this
value falls within the range for plate glass~@18#!, also in Table 1.
Ten three-dimensional tests were then run on the coated plate
glass specimen. Data reduction included the heat conduction in
the air beneath the specimen because neglecting it led to a five
percent error. The measured components of diffusivity varied
from the one-dimensional value by less than 1.5 percent.

Initial measurements with PVCsheetindicated unexpected an-
isotropy in the thermal diffusivity. Lachi and Degiovanni@10# had
measured the out-of-plane and radial in-plane components ofa of
PVC and found agreement to within three percent in these two
directions. Choy et al.@1# demonstrated, however, that initially
isotropic semi-crystalline polymers may develop anisotropic ther-
mal diffusivity when subjected to plastic deformation. In order to
determine if the initial three-dimensional results were an experi-
mental artifact, other PVC specimens of the same composition
were sought that had undergone less deformation during manufac-
turing. A 102-mm diameter extruded PVC rod of the same com-
position and from the same manufacturer was chosen because
suitable specimens could be cut from its central region. Three
specimens were cut so that the normal of each specimen was
oriented along an axis of the rectangular coordinate system~Fig.
4!. The specimens were then milled to thicknesses of 3.32, 3.28,
and 3.26 mm; the specimens were flat to within 0.02 mm. Fifteen
one-dimensional tests were run on each of these specimens. The

Fig. 3 Measured temperature history for an AISI 304 specimen with the calculated
response from the Marquardt algorithm

Table 1 Thermal diffusivities from references and mea-
surements

a ref One-dimensional ax ay az

Material mm2/s az mm2/s mm2/s mm2/s mm2/s

AISI 304 2.84 . . . 5.04 3.91 3.86 3.98 3.88
glass 0.36 . . . 0.62 0.430 0.436 0.433 0.428
PVC rod 0.107 . . . 0.269 0.108 0.109 0.111 0.107
PVC sheet 0.107 . . . 0.269 0.112 0.127 0.130 0.106
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average one-dimensionalaz for the three specimens is listed in
Table 1 along with the range of reference values~@24#!. The stan-
dard deviation ofaz was 0.004 mm2/s, indicating the isotropy of
the material.

Five three-dimensional tests were then performed on each of
the three specimens. Sample temperature histories for thermo-
couples 1 and 2 are shown in Fig. 5 along with the Marquardt
model results. Only half of the measured points are shown so that
the Marquardt reduction line is clearly visible. These histories are
similar to Fig. 3, except that the response is slower for the PVC.
Neglecting heat conduction in the air underneath the specimen
would have caused errors of about 20 percent in the in-plane
thermal diffusivity values. Heat addition from the air layer to the
underside of the specimen at the transverse thermocouple loca-
tions was indicated by measuring the temperature history of the
air 0.5 mm below the PVC specimen following a flash. The air
was hotter than the surface at these locations.~When the tests
were repeated for AISI 304, the specimen was hotter than the air.!
Similar measurements on the top of the specimen confirmed that
convection effects dominate there.

Then, nine specimens were cut from three separate 3.2-mm
thick PVC sheets. These sheets were obtained from the supplier at
different times, but came from the same manufacturer as the PVC
rod and were of the same composition. Five three-dimensional
tests were performed on each specimen. All specimens were ori-
ented in the same direction relative to the rolling during manufac-
turing and heat conduction in the air layer was modeled for all
data reduction. Table 1 summarizes the mean values of the mea-
surements of the components ofa for the PVC sheet. The out-of-
plane~z-direction!diffusivity for the three sheets are not signifi-
cantly different from the isotropic value measured in the rod. The
inplane components are about 15 percent higher thanaz .

Conclusions
The flash method has been extended for measuring the three

orthogonal components of thermal diffusivity simultaneously.
Careful measurements in AISI 304, plate glass, and PVC rod in-
dicated that the system measures the in-plane and out-of-plane
components of thermal diffusivity accurately, over a wide range
of thermal diffusivities. The necessity of including heat conduc-
tion in the air underneath the specimen has been demonstrated for
materials of moderatea. This is especially important for materials
such as the biological tissues that must be maintained well-
hydrated, thus prohibiting their being tested in a vacuum.

Comparing the results of the PVC sheet and rod illustrates the
utility of the device described here. The rod and sheet specimens
were tested using the same test protocols, experimental apparatus,
and data reduction, suggesting that the difference ina is due to
the material processing for the sheet PVC. The manufacturer of
the PVC stated that the sheet undergoes significantly more defor-
mation during its manufacture. After manufacturing, only small
changes in dimension occur when a rod is heated above the glass
transition temperatureTg , where as PVC sheets heated aboveTg
may shrink by 7 to 15 percent~@25#!. In addition, the mechanical
deformation imposed at the top and bottom surfaces of the sheet
by the first roller may induce material orientation in the in-plane
directions. Because the overall thickness of the specimen is only
about 3 mm, this surface effect may play a role throughout the
thickness of the specimen. The rod specimens were cut well be-
low the surface and the specimen thickness is small, about three
percent of the total diameter of the rod. Thus, an extrusion reduc-

Fig. 4 Specimen orientation with respect to the PVC rod

Fig. 5 Measured temperature history for a PVC rod specimen with the calcu-
lated response from the Marquardt algorithm
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tion of up to 15 percent in the sheet appears to cause a 15 percent
change in the in-plane components of thermal diffusivity. This
anisotropy in the thermal properties of a common polymer, such
as PVC, demonstrates the need for such multiaxial thermal diffu-
sivity testing as described here.
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Nomenclature

C 5 specific heat~J/kg K!
d 5 specimen thickness~m!
h 5 convective heat transfer coefficient~W/m2 K!

ka 5 thermal conductivity of air~W/m K!
kz 5 through the specimen component of thermal conductiv-

ity ~W/m K!
l 5 in-plane half-length of the specimen~m!
n 5 normal to a boundary surface

q9 5 heat flux vector~W/m2!
t 5 time ~s!

t f 5 flash duration~s!
t1/2 5 time after flash at which rear surface reachesTmax/2 ~s!

T 5 temperature~°C!
T` 5 ambient temperature surrounding specimen~°C!

Tmax 5 maximum bottom face temperature of the specimen
~°C!

x 5 position vector with componentsx, y, andz ~m!
xf 5 half-length of the illuminated region inx-direction~m!
yf 5 half-length of the illuminated region iny-direction~m!

Greek Letters

a 5 thermal diffusivity tensor~mm2/s!
a 5 isotropic thermal diffusivity~mm2/s!

a i 5 Component of thermal diffusivity tensor inith direc-
tion ~mm2/s!

r 5 mass density~kg/m3!
t 5 scaled time defined ast/t1/2
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Nonlinear Transient Heat
Conduction Using Similarity
Groups
Nonlinear response is studied using similarity groups. The nonlinear solution is similar to
the linear solution except with properties evaluated at the local temperature and is con-
sistent with reported empirical observations that, near the heat source, high-temperature
properties are needed to predict cooling times to high temperatures and that low tem-
perature properties are needed to predict cooling time to low temperatures. For position-
dependent characteristics of the solution away from the source, like magnitudes and
locations of peak temperatures, nonlinear and linear solutions are similar if local prop-
erties are evaluated at current temperatures prevailing near the source.
@S0022-1481~00!02701-8#

Introduction

Heat conduction is a nonlinear problem because thermal
properties—conductivity and heat capacity—depend on tempera-
ture. Much use of analytical methods has been made in modeling
thermal processing of materials. These processes can include very
rapid and highly localized transients. Most of this modeling has
been based on linear assumptions. Kasuya and Yurioka@1# have
presented a comprehensive linear solution, which has provided
good agreement with experimental results. This agreement, how-
ever, required use of different values of thermal properties for
predicting different quantities. Earlier comparison of linear ana-
lytical solutions with numerical and experimental results also
found that values of properties suitable for predicting certain
key parameters were not as good for predicting other important
parameters~@2#!.

In steady-state situations, a change of variables~Kirchhoff
transformation!can be introduced to transform to a linear prob-
lem. The new variable is the integral over temperature of the
thermal conductivity~@3#!. In transient situations, however, the
transformed equation depends on the temperature-dependent ther-
mal diffusivity and remains nonlinear. Grosh and Trabant@4# ap-
plied the transformation and assumed thermal diffusivity to be
independent of temperature, i.e., assumed that thermal conductiv-
ity and heat capacity varied with temperature in exactly the same
way. Myers et al.@5#, however, noted that while heat capacity
typically increases with temperature, thermal conductivity gener-
ally does not, and that the assumption of heat capacity and thermal
conductivity varying in the same manner is of limited utility.

Transient heat conduction with temperature-dependent proper-
ties is examined in this paper. The physical significance of the
solutions is studied, and the implications for understanding pro-
cess variables are shown. The restrictions on temperature depen-
dence of properties required to obtain solutions are examined to
determine whether or to what degree the resulting solutions have
the potential for being realistic. The thermal properties selected by
Kasuya and Yurioka and by Moore et al. are compared with what
may be expected on the basis of nonlinear analysis. It is shown
that the adjustments made to linear solutions in the literature are
consistent with nonlinear analysis.

Nonlinear response to a pulsed source has been studied using
similarity variables. Ames@6# Logan @7#, and Ozisik@8# have

reviewed the subject. Early work was published by Zeldovich and
Kompaneets@9#, Ames@10#, Boyer@11#, Heaslet and Alskne@12#,
and Pattle@13# have also contributed.

The similarity solutions entail assuming that thermal conductiv-
ity and heat capacity vary as powers of temperature. If the prop-
erties increase with increasing temperature, they go to zero at the
ambient temperature. Similarly, if the properties decline with in-
creasing temperature, they go to infinity at the ambient tempera-
ture. These extreme limiting values raise concern as to whether
this form of behavior can be of use in practical thermal cycle
situations. It will be shown that, while there are limitations, useful
results can be obtained for parameters of practical importance. It
also is noted where results are artifacts of extreme limits of
properties.

Most attention paid in the literature has been for situations
where properties increase with temperature. Zeldovich and
Kompaneets@9# present a solution for declining conductivity in
plane geometry. The other authors cited consider only properties
increasing with temperature. For important materials, such as low-
carbon steels, thermal conductivity declines with temperature.
This paper will give considerable attention to this case.

The literature has emphasized mathematical aspects of the
problem. This paper examines the physical interpretations to so-
lutions, and relates these interpretations to the types of adjustment
that have been made to linear solutions to improve agreement with
experiment. Two interesting findings are reported. One is that in
the vicinity of the heat source, the nonlinear solution is similar to
the linear solution with properties evaluated at the current tem-
perature. The second finding is that away from the source, the
nonlinear solution is similar to the linear solution with properties
evaluated at the current temperature prevailing near the heat
source. These findings imply a theoretical basis for practices
found in the literature for accommodating linear solutions to ex-
perimental results.

Pulse Response
The time-dependent heat conduction equation is

rc
]T

]t
5~1/rm21!

]

]r S r m21k
]T

]r D1Qd~r !d~ t ! (1)

wherem of 1, 2, and 3 correspond, respectively, to plane, cylin-
drical, and spherical geometry. The source term involves delta
functions, so that the source is zero except at the origin at time
zero, and so that the integral over volume and time of the source
is Q. Temperature is relative to the reference ambient temperature
that prevails everywhere before the introduction of the source.
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Thus, the temperature is zero everywhere fort,0. In addition, the
temperature must go to zero asr goes to infinity for anyt.0.

Let the conductivity and the heat capacity depend on powers of
temperature, i.e.,

k5k0~T/T0!s (2)

rc5~rc!0~T/T0!p (3)

If a new variableU is defined as@8#

U5~T/T0!p11, (4)

then the heat conduction equation fort.0 becomes

]U

]t
5~1/rm21!

]

]r S r m21Un
]U

]r D (5)

where the parametern is defined by

n5~s2p!/~p11! (6)

and where a modified time is defined in terms of thermal diffu-
sivity a by

t5tk0 /~rc!05a0t. (7)

Nonlinear diffusion and heat conduction have been addressed
by several authors using similarity transformations. With the ex-
ception of Zeldovich and Kompaneets@9#, who presented a solu-
tion for plane geometry for negativen, the literature has concen-
trated on positiven. The case of negativen is important, however.
For important materials, like low-carbon steels that are subjected
to pulsed heating, the thermal conductivity declines with increas-
ing temperature~i.e.,s is negative!and the heat capacity increases
with increasing temperature~i.e.,p is positive!. For such materials
n is negative.

The similarity method and its application to the derivation of
temperature distributions are given in the Appendix. For positive
n, from Eqs.~A12! and ~A15!,

U5@B1/n/tm/~21mn!#$12Br2/t2/~21mn!%1/n, (8)

whereB is the constant of integration. This solution goes to zero
at a finite radius. This unusual feature, which is not present in the
linear solution

T5~B2 /tm/2!exp~2r 2/4t!, (9)

has been the focus of much of the attention given to nonlinear
solutions.

For negativen, with q52n, Eqs.~A12! and ~A18! yield

U5
1

tm/~22mq!

A

11
qA

2~22mq!

r 2

t2/~22mq!

1/q. (10)

The constantA is obtained by applying

E E rcdTdV5
~rcT!0

p11 E UdV5Q (11)

where Q is the amplitude of the pulsed heat source, andV is
volume. The integrals in the three standard geometries are evalu-
ated in the Appendix in terms of gamma functions. In cylindrical
geometry,A is given by Eq.~A30!:

A5F Q~p11!

4p~rcT!0
Gq/~12q!

(12)

The formula is relatively simple because of our ability to evaluate
and use recurrence relations for gamma functions when dealing
with integers. In plane geometry, the expression forA is more
complicated and is given by Eq.~A24!:

A5H Q~p11!Aq

2~rcT!0A2~22q!

2G~1/q!

G~1/2!G~1/q21/2!J 2q/~22q!

. (13)

The solution for negativen ~positiveq!, like the linear solution, is
finite everywhere except at the origin at the instant of the pulse. It
can be shown to go to the linear solution asq goes to zero.

In the nonlinear solution, the powerm/(22mq) of the time
variable where it appears alone differs from the corresponding
powerm/2 in the linear solution. It will be shown that the nature
of this difference has important physical significance for the man-
ner in which analytical solutions are used in practice.

In the linear solution, while the power of time where it appears
alone depends on the geometry, the similarity variable appears in
the same manner in all three geometries, depending on space and
time by the ratio of the spatial variable to the square root of the
time. In the nonlinear problem, the similarity variable depends
upon the geometry, with the half power of time in all geometries
replaced by the geometry-dependent 1/(22mq).

Features of the Solution Near the Source
The pulse solution often is used to characterize thermal pro-

cesses@14#. Analytical solutions provide insight into important
parameters like cooling times and cooling intervals. In the treat-
ment of steel, for example, the cooling interval between 800
and 500°C determines important characteristics of the resulting
material.

For localized applications of heat, cooling times frequently are
evaluated by considering regions near the heat sources. Under
these circumstances, the spatial dependence term is not a factor,
and the temperature varies as

T;1/tm/~22mq!~p11!. (14)

We have converted from theU variable to temperature via the
(p11) factor in the exponent. Noting the relation betweenq
52n and the powerss andp, and clearing fractions leads to

T;1/tm/@21ms1~22m!~p!#. (15)

Consider the case of cylindrical geometry (m52). The tempera-
ture dependence becomes

T;1/t1/~11s! (16)

Observe that near the source in cylindrical geometry, time varia-
tion depends on the temperature variation of thermal conductivity
~throughs in the exponent!but is insensitive to temperature varia-
tion of heat capacity. As we will see below, there is dependence
on heat capacity variation in the ‘‘constant’’ coefficient. Near the
heat source, the temperature in cylindrical geometry may be ex-
pressed as

T

T0
5

A1/q~p11!

t1/~11s! . (17)

This can be rearranged to

S T

T0
D s T

T0
5

k

k0

T

T0
5

A~11s!/q~p11!

t
5

A~11q!/q

t
. (18)

Note that we have made use of the assumed dependence of con-
ductivity on temperature. Substituting the expression obtained for
A, we find that

T5
Q~p11!

4pkt
. (19)

This differs from the linear result in that the actual temperature-
dependent conductivity is in the denominator instead of the con-
stant conductivity, and by presence of the factorp11 in the nu-
merator. This correspondence between linear and nonlinear
solutions is significant relative to the type of data adjustment that
has been performed to get linear analytic solutions to agree with
experiments. Thep11 factor originated in the application of the
boundary condition that required an integration of the heat capac-
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ity with temperature and gives the appearance, relative to the lin-
ear solution, of a reduction in thermal conductivity. This will be
discussed further in the section on application.

To examine cooling time, let the terms be rearranged so that

t;1/k~T!T. (20)

In the linear case,

t;1/k0T. (21)

The physical significance of the nonlinear solution is that the cool-
ing time still depends inversely on the product of conductivity and
temperature. As will be seen later, authors who have fitted linear
solutions to operating data have found agreement with experiment
when parameters~conductivity, heat capacity! are selected corre-
sponding to the temperature regions of interest.

The relation between cooling time, conductivity, and tempera-
ture is specific to the form of temperature variation~power of
temperature!assumed. Thus, the conclusion that in cylindrical ge-
ometry, cooling time varies inversely as the product of conductiv-
ity and temperature will have validity to the extent that this power
dependence is a reasonable representation over a temperature
range of interest. In another section we shall observe that for
carbon steel, this is indeed the case.

By a similar procedure as used for cylindrical geometry, we
find that for plane geometry temperature varies as

T;1/t1/~21s1p!. (22)

We then find that cooling time varies as

t;1/krcT2. (23)

Again, this is the same dependence as in the linear case, except
that here the actual temperature-dependent parameters are used. In
spherical geometry, cooling time is

t;~rc!1/3/kT2/3. (24)

Here also, dependence corresponds to the linear case, except that
actual temperature-dependent properties are to be used.

The effect of nonlinearity on time variation near the source is a
strong function of geometry. In plane geometry, the 21s1p de-
pendence implies that nonlinearities can either reinforce or inter-
fere depending on the relative values ofs and p. For stainless
steels,s and p are both positive and there is reinforcement. For
carbon steels,s is negative whilep is positive and there is a
tendency toward cancellation. In cylindrical geometry, however,
the 11s dependence implies that nonlinearities in conductivity
and heat capacity cannot offset one another as in plane geometry.
In addition to cooling times, cooling rates also have correspon-
dence between linear and nonlinear solutions. Consider the cylin-
drical geometry case near the heat source. Rewriting the
temperature-time relationship,

Ts115B3 /t, (25)

whereB3 is a constant. Differentiating yields

~s11!Ts~dT/dt!52B3 /t2;2T2s12. (26)

Noting that conductivity varies asTs,

dT/dt;2k~T!T2. (27)

As in the linear case, cooling rate varies with conductivity and
square of temperature in cylindrical geometry. In the nonlinear
case the actual temperature-dependent conductivity applies.

It is convenient that the relationships for cooling times and
cooling rates near the source are similar for linear and nonlinear
cases. Next, we shall consider solutions at significant distances
from the source.

Features of the Solution Away From the Source
The spatial solution away from the source has been used to

develop models of grain growth and precipitate coarsening
~@15,16#!. Spatial dependence occurs through the similarity vari-
able

h5r /t1/~22mq!. (28)

In linear problems,q is zero andh reduces to

hL5r /t1/2 (29)

in all three geometries~plane, cylindrical, and spherical!. Thus, in
linear problems, the width of the Gaussian distribution is the same
at any given time in all three geometries. In nonlinear problems,
however, the solutions have different spatial variations in different
geometries. Differences arise because of the presence of the 2
2mq factor in the power to which time is raised.

In one sense, since the exponent of time in the similarity vari-
able is different in each geometry, the form of the spatial depen-
dence varies with geometry. In this regard, the character of the
nonlinear solution may be viewed as distinct from the character of
the linear solution. In another sense, there is important correspon-
dence between linear and nonlinear solutions.

Consider the time dependence of Eq.~28! in cylindrical geom-
etry (m52). Let

t1/~12q!5t~p11!/~s11!5tt@~p11!/~s11!#215tt~p2s!/~s11!.
(30)

Relating time to temperature near the heat source as per the pre-
vious section, and noting the relations between temperature and
properties~Eqs.~2! and ~3!!, we obtain

t1/~12q!5tH A1/q~p11!

@T~r 50!/T0#J
p2s

5AtS rc

k D
0

k

rc
~r 50!5

Aa~r 50!

a0
5Aa~r 50!t.

(31)

The spatial dependence term in the solution~Eq. ~10!! thus be-
comes

1

F11
qA

4~12q!

r 2

t1/~12q!G1/q 5
1

F11
q

12q

r 2

4a~r 50,t!tG
1/q .

(32)

This has a spatial variation like that of the linear solution~Gauss-
ian behavior results whenq→0! except that properties are evalu-
ated at the current temperature prevailing near the heat source.

Analogous procedures may be followed in other geometries. In
plane geometry, for example, we let

t2/~22q!5tt2/~22q!21. (33)

This again leads to a similarity variable comparable to the linear
one with thermal diffusivity evaluated near the heat source.

It therefore is interesting to observe that if properties for linear
analysis are chosen so as to correspond to properties evaluated
near the heat source at particular times or for particular time in-
tervals, then there is a basis for using these same properties at
these same times and time intervals at locations away from the
heat source.

The spatial variation away from the source is affected by the
magnitude of the heat source. In the nonlinear solution, the mag-
nitude appears through the integration constant in two places. The
solution has been given above as Eq.~7!

U5
A1/q

tm/~22mq! H 11
qA

2~22mq!
h2J 21/q

(34)

To illustrate the dependence consider the value ofA for cylindri-
cal geometry~Eq. ~12!!
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A5H ~p11!Q

4p~rcT!0
J q/~12q!

. (35)

Whenq andp go toward zero, i.e., when the problem tends toward
linearity, the value ofA tends toward unity independent of the
magnitude of the heat source~any quantity raised to a zero power
is one!, and the spatial variation tends to lose dependence on
magnitude of heat source.

While the value ofA tends to unity, theqth root of A in the
numerator does not lose dependence on magnitude in the limit as
q goes to zero as can be seen from

A1/q5H ~p11!Q

4p~rcT!0
J 1/~12q!

. (36)

It is not surprising that the solution to a nonlinear problem does
not scale simply with the amplitude of the source. It is worth
noting that the complex dependence on the heat source appears
primarily in the portion of the solution governing spatial depen-
dence. In the purely time-dependent portion of the solution that
governs behavior in the vicinity of the source, amplitude of the
heat source does not affect the shape of the time-dependence. The
solution exhibits some features that are artifacts of the assumed
power form of property variation. When the heat sourceQ is very
small, thenA also is small and for nonzeroq the spatial depen-
dence of the temperature will be very flat. Alternatively, one can
examine the spatial dependence given above in terms of thermal
diffusivity at the current time near the heat source. Under such
circumstances, heat transfer is dominated by conditions where the
thermal conductivity is large tending toward infinity, and where
the heat capacity tends toward zero. The thermal diffusivity tends
toward infinity and the spatial correction tends toward zero. The
nonlinear solutions have the potential for being useful when ex-
treme aspects of property variation are not central to the character
of the problem.

A common property of interest is the time at which peak tem-
perature is attained at a particular location. This is obtained by
setting the time derivative of the solution to zero. In cylindrical
geometry, this leads to

r 2

4t1/~12q! 51. (37)

In the nonlinear case, the value ofq in the power of the time-like
variable affects the manner in which peak time varies with posi-
tion. To see correspondence with the linear solution, the expres-
sion may be expressed as

r 2

4a~r 50,t!t
51. (38)

Here again, results away from the source are similar to linear
solution results if properties are evaluated near the heat source
location at the current time.

Application
Responses to pulsed heat sources have been used to describe

welding problems with rapidly moving heat sources~@14#!. For
many welding applications, the welding torch traverses a region
before a significant amount of heat transfer can take place. Rap-
idly moving point sources have been represented by pulsed line
sources and rapidly moving line sources have been represented by
pulsed plane sources. When assumptions of rapid motion are not
made, welding problems have been formulated as moving heat
source problems~@17,18#!. For parameters of particular interest
like cooling times, which are evaluated in the immediate vicinity
of the heat source, corresponding moving and pulsed problems
~e.g., moving point and pulsed line! give similar results.

Cooling times and cooling rates are important in that they de-
termine important characteristics of the product material~@14#!.
The rate of cooling in the interval between 800°C and 500°C, for

example, governs phase and properties. The rate of cooling to
100°C influences susceptibility to stress corrosion cracking.

The pulse solution requires a particular form of temperature
dependence, namely a property varying as a power of the tem-
perature. In this relation, the reference temperature is the ambient
temperature. Thus, far from the source~i.e., as the space variable
goes to infinity!, the temperature goes to zero. This boundary
condition was applied in obtaining the solution.

For materials, like carbon steels, where the conductivity de-
clines with temperature, a negative power would have to be used.
This implies that the approximation to thermal conductivity would
go to infinity as the temperature goes to zero. Thus, no matter how
good a fit is obtained over some temperature range of interest, at
some point the temperature dependence would become unrealistic.
Similarly, heat capacity, with a positive power, tends toward zero
at zero temperature.

The variation of thermal conductivity for AISI 1008 carbon
steel~@19#! is shown in Fig. 1. The tabulated data did not have an
entry at 900°C, so that value was obtained by interpolation. Con-
ductivities for other carbon steels would be somewhat different,
but not fundamentally so. Also shown in the figure is a power fit
with s520.55. It may be observed that the power fit corresponds
reasonably well to the tabulated data over a wide temperature
range. As the temperature declines below 300°C, the power fit
departs from the tabulated data, and would go to infinity at 0°C,
taken as the ambient temperature.

Variation of specific heat for the same material, with tabulated
data and a power fit, is shown in Fig. 2. Reasonable correspon-
dence exists above 300°C. Below this temperature, the fit departs
from the tabulated data, tending toward zero at 0°C. At tempera-
tures higher than the range shown, there are fluctuations in effec-
tive specific heat associated with latent heat of phase transforma-
tion. The practice, even in numerical analysis, has been to smooth
out these changes.

The essence of Figs. 1 and 2 is that over significant ranges of
temperatures, power variation provides good approximation to ac-

Fig. 1 Thermal conductivity of carbon steel

Fig. 2 Specific heat of carbon steel
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tual dependence of the thermal properties of carbon steel on tem-
perature. Accordingly, the features of the nonlinear solution may
be expected to characterize actual physical situations.

Kasuya and Yurioka@1# compared linear analysis with experi-
mental results. They found good agreement provided that they
used different properties for predicting different quantities. To
predict the time to cool from 1500°C to 100°C for shielded metal
arc welding, they assumed an instantaneous line source~cylindri-
cal model!and employed a thermal conductivity of 54.3 W/m °C.
They did not specify the specific steel used, but this value is
comparable to the value of conductivity at that temperature in Fig.
1. Similarly, they cited 1.231025 m2/s for thermal diffusivity as
appropriate for cooling to 100 °C. This is comparable to low-
temperature data cited in the literature. Results were obtained for
several thicknesses spanning the range from thin to thick.

In studying cooling between 800°C and 500°C for shielded
metal arc welding, Kasuya and Yurioka used an empirical formula
for thermal conductivity that depended on the welding heat input
energy and on the thermal efficiency of welding. For the cases
they reported, thermal conductivity varied between 26.6 and 27.3
W/m °C. This is characteristic of high-temperature thermal con-
ductivity of steel, but is still on the low side for the 800°C–500°C
interval in which conductivity varies between roughly 30 and 40
W/m °C ~Fig. 1!. For two high heat input submerged arc and
electrogas welding cases~one each!, they report best results with
conductivities of 38 and 31 W/m °C, respectively.

Moore et al.@2# previously had compared analytical and finite
element predictions of cooling times after welding of thick and
thin plates with measurements reported by several investigators.
They found that a thermal conductivity of 25 W/m °C gave good
predictions of cooling between 800°C and 500°C for both thick
and thin plates, but commented that this conductivity value was
unrealistically low.~Recall, however, that thep11 term in the
numerator of the nonlinear solution creates the appearance of a
lower thermal conductivity.! The cooling times to 100°C, though,
were substantially in error for thick plates. For thin plates, the
value of 25 W/m °C could yield an accurate cooling time if com-
bined with particular surface heat transfer coefficient.

Earlier investigators had used average values of thermal prop-
erties to study the entire temperature range. Goldak, Chakravarti,
and Bibby@20# had used a conductivity of 41 W/m °C for analyti-
cal solutions used to compare with finite element calculations and
measured results. Similarly, Myers et al.@5# had used a value of
41 W/m °C in analyzing a variety of welding problems. Moore
et al. @2# observed that several values of conductivity in a broad
range from 20 to 41 W/m °C had been used to obtain agreement
between prediction and experiment.

Both Kasuya and Yurioka@1# and Moore et al.@2# recognize
and note that there are simplifications associated with analytical
solutions other than temperature-dependence of thermal proper-
ties. Moore et al. note that there are remaining simplifications
even in sophisticated finite element models. Thus, to some degree,
it may be expected that adjusting parameters can compensate
somewhat for other assumptions. Moore et al. performed finite
element calculations in which various assumptions associated
with analytical solutions were studied separately. They found that
for thick plates, using a single value of thermal conductivity had
large effects on both the 800 °C–500°C interval and on cooling
to 100°C, and for thin plates the effect was large for cooling to
100 deg.

Linear heat conduction analysis of weld thermal cycles, with all
its simplifications, has proven to be useful in studying weld ther-
mal cycles, especially when modifications have been introduced
empirically to improve agreement with experiment. Nonlinear
analysis indicates that the type of adjustment that has been made
to thermal properties, namely using high-temperature values to
predict cooling between 800°C and 500°C, and using low-
temperature values to predict cooling to 100°C, has a theoretical
basis.

Summary
Heat conduction following a localized pulse~delta function

source!has been analyzed accounting for temperature variation of
thermal properties. The solution method of similarity groups re-
quires assuming that properties vary as powers of temperature.
This form of variation has been shown to be appropriate over a
substantial portion of the temperature range of interest. In the
vicinity of the heat source, solutions have been found to be analo-
gous to linear solutions, with properties evaluated at the current
temperature. This behavior is consistent with findings in the lit-
erature that agreement with measurements are obtained when
high-temperature properties are used to predict cooling times to
high temperatures and low-temperature properties are used to pre-
dict cooling times to low temperatures. Away from the heat
source, linear and nonlinear solutions correspond when properties
found appropriate near the heat source at the same time are used.

Nomenclature

a 5 parameter in integration formula
A 5 integration constant
b 5 parameter in integration formula

B,B2,B3 5 constants
c 5 specific heat

D 5 constant of integration
E 5 constant of integration
F 5 arbitrary function
g 5 function of the similarity variable
j 5 parameter in integration formula
k 5 thermal conductivity

m 5 geometry index~1, 2, 3 for plane, cylindrical,
spherical!

n 5 nonlinearity exponent,n5(s2p)/(p11)
p 5 nonlinearity exponent for heat capacity
q 5 negative ofn
r 5 length dimension

Q 5 amplitude of heat source
s 5 nonlinearity exponent for thermal conductivity
t 5 time

T 5 temperature
U 5 (T/T0)p11
V 5 volume
x 5 plane geometry space variable
y 5 dummy variable in integration formula
z 5 parameter in similarity transformation

Greek Symbols

a 5 thermal diffusivity
b1 ,b2 5 powers with space and time in similarity transfor-

mation
g 5 power withU in similarity transformation
G 5 gamma function
d 5 dirac delta function
h 5 similarity variable
m 5 parameter in integration formula
v 5 parameter in integration formula
p 5 density
t 5 product of thermal diffusivity and time

Subscript

0 5 reference condition

Appendix

Similarity Group Solution: General Approach. Consider a
transformation of the dependent variable

Ū5zgU (A1)

and of the independent variables
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r̄ 5zb1r (A2)

t̄5zb2t (A3)

where the parameterz is real and nonzero. The exponents are to
be chosen such that the equation determiningU is invariant under
the transformation, i.e.,

F~r ,t,U !505F~ r̄ ,t̄,Ū !. (A4)

With the exponents so chosen, we can define a similarity variable

h5r /tb1/b2 (A5)

such that

U~r ,t!5g~h!tg/b2. (A6)

The partial differential equation forU is reduced to an ordinary
differential equation forg. For the transformations to be invariant,
the exponents must be related by

g/b25
2~b1 /b2!21

n
. (A7)

When the similarity variables are substituted into the equation for
U, the result is

d

dh S hm21gn
dg

dh D2
2~b1 /b2!21

n
hm21g1~b1 /b2!hm

dg

dh
50.

(A8)

To put this equation in the form of perfect differentials, choose

b1 /b251/~21mn!. (A9)

This leads to

d

dh S hm21gn
dg

dh D1
1

21mn

d

dh
~hmg!50 (A10)

with

h5
r

t1/~21mn! . (A11)

Upon solving the differential equation forg, U is given by

U5g~h!/tm/~21mn!. (A12)

There are two cases of interest. One is for positiven, which has
received the majority of attention in the literature. The other is for
negativen, where we setq52n. This case has received very
little attention in the literature, but applies to important materials
of interest like carbon steels.

Integrating the equation forg once gives

hm21gn
dg

dh
1

1

21mn
~hmg!5E50. (A13)

The integration constantE has been set to zero to satisfy the
equation whenh50. Form52 and 3, it is clear that the left side
is then zero. Form51, note that symmetry requires that the de-
rivative of g be zero. Integrating again yields~with C a constant of
integration!

gn/n1h2/2~21mn!5C. (A14)

Rearranging terms and lettingB5Cn

g5B1/nH 12
n

2~21mn!B
h2J 1/n

. (A15)

This solution implies that temperature would go to zero at a finite
distance from the heat source.

For negativen with q52n, the equation forg becomes

d

dh S hm21g2q
dg

dh D1
1

22mq

d

dh
~hmg!50. (A16)

Integrating, setting the integration constant to zero as with posi-
tive n, and integrating again yields

21/qgq1
1

2~22mq!
h252D (A17)

whereD is a constant of integration. LettingA5Dq, the result
may be expressed as

g5
A1/q

H 11
qA

2~22mq!
h2J 1/q . (A18)

This solution implies that temperature is finite at any finite dis-
tance from the heat source.

To evaluate the constantA, we impose the condition that at any
time, the total energy in the system~integrated over volumeV! is
equal to the amount of energy introduced by the pulsed heat
source, i.e.,

E E rcdTdV5
~rcT!0

p11 E UdV5Q. (A19)

We make use of the general integral relation

I 5E
0

` ym21

~a1byn! j 11 dy5
1

naj 11 S a

bD m/n G~m/n!G~11 j 2m/n!

G~11 j !
.

(A20)

Plane Geometry. In plane geometry, Eq.~A19! becomes

2~rcT!0

~p11!t1/~22q! A1/qE
0

` dx

F11
Aq

2~22q!t2/~22q! x2G1/q 5Q.

(A21)

The integral is of the standard form if we identify

j 1151/q, n52, m51, a51 (A22)

b5
qA

2~22q!t2/~22q! . (A23)

This leads to

A5H Q~p11!Aq

2~rcT!0A2~22q!

2G~1/q!

G~1/2!G~1/q21/2!J 2q/~22q!

.

(A24)

Cylindrical Geometry. In cylindrical geometry, Eq.~A19!
becomes

2p~rcT!0

t1/~12q! A1/qE
0

` rdr

F11
Aq

4~12q!t1/~12q! r 2G1/q 5Q. (A25)

For the standard integral, we identify

j 1151/q, n52, m52, a51 (A26)

b5
qA

4~12q!t1/~12q! . (A27)

If we note that

G~1!51 (A28)

GS 1

qD5S 1

q
21DGS 1

q
21D (A29)

then we obtain

A5F Q~p11!

4p~rcT!0
Gq/~12q!

. (A30)
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Spherical Geometry. In spherical geometry, Eq.~A19! be-
comes

4p~rcT!0

~p11!t3/~223q! A1/qE
0

` r 2dr

F11
qA

2~223q!t2/~223q!G1/q 5Q.

(A31)

If we identify

j 1151/q, n52, m53, a51 (A32)

b5
qA

2~223q!t2/~223q! (A32)

then the constant of integration becomes

A5H ~p11!Q

4p~rcT!0
F q

2~223q!G
3/2 GS 1

qD
GS 3

2DGS 1

q
2

3

2D J
~2q/~223q!!

.

(A33)
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A Monte Carlo Solution of Heat
Conduction and Poisson
Equations
A Monte Carlo method is developed for solving the heat conduction, Poisson, and
Laplace equations. The method is based on properties of Brownian motion and Itoˆ pro-
cesses, the Itoˆ formula for differentiable functions of these processes, and the similarities
between the generator of Itoˆ processes and the differential operators of these equations.
The proposed method is similar to current Monte Carlo solutions, such as the fixed
random walk, exodus, and floating walk methods, in the sense that it is local, that is, it
determines the solution at a single point or a small set of points of the domain of defini-
tion of the heat conduction equation directly. However, the proposed and the current
Monte Carlo solutions are based on different theoretical considerations. The proposed
Monte Carlo method has some attractive features. The method does not require to dis-
cretize the domain of definition of the differential equation, can be applied to domains of
any dimension and geometry, works for both Dirichlet and Neumann boundary condi-
tions, and provides simple solutions for the steady-state and transient heat equations.
Several examples are presented to illustrate the application of the proposed method and
demonstrate its accuracy.@S0022-1481~00!02201-5#

Keywords: Keywords: Conduction, Heat Exchangers, Numerical Methods

1 Introduction
The fixed random walk and exodus methods are the most fre-

quently used Monte Carlo solutions of the heat conduction and
Poisson equations. The methods are based on random walkers
moving on the mesh of finite difference approximations of these
partial differential equations in different directions of the space
with probabilities derived from the corresponding finite difference
operators~@1–6#!. Generally, the exodus method is preferred be-
cause of its computational efficiency. The floating random walk or
spherical process method based on Green functions has also been
applied to solve the Laplace and Poisson equations~@2,4,5,7,8#!.
All these Monte Carlo methods are not efficient for finding the
field solution of partial differential equations but can be competi-
tive with the traditional numerical methods if only local solutions
are needed, that is, the solutions at a single or a few points of the
domain of definition~@1–6#!.

Let T be the solution of the Poisson equation

DT~x!52g~x!, xPD,Rd (1)

where d is the dimension of the space,g denotes a prescribed
real-valued function defined onRd, and D5(p51

d ]2/]xp
2 is the

Laplace operator. This equation also gives the steady-state tem-
perature fieldT in a homogeneous medium subjected to a fluxg. If
the flux isg50, Eq. ~1! becomes the Laplace equation

DT~x!50. (2)

The solution of Eqs.~1! and ~2! requires to specify the boundary
conditions. For example, the Dirichlet boundary conditions for
these equations are given by

T~x!5Tb~x!, xP]D, (3)

whereTb is a prescribed real-valued function giving the tempera-
ture on the boundary]D of the domainD. The Neumann bound-
ary conditions for these equations prescribe values of the direc-
tional derivatives ofT on ]D.

This paper develops the framework of a Monte Carlo solution
of Eqs. ~1! and ~2!. The emphasis is on the Dirichlet boundary
value problem. The proposed solution is based on properties of
Brownian motion and Itoˆ processes, the Itoˆ formula for differen-
tiable functions of these processes, and the similarities between
the generator of Itoˆ processes and the differential operators of
Eqs.~1! and~2! and related equations. The proposed and the cur-
rent Monte Carlo methods are similar in the sense that they are
local and are based on Monte Carlo simulation. However, there
are notable differences between the proposed and the current
Monte Carlo solutions. For example, the first step of the fixed
random walk and exodus methods is the discretization of the do-
main of definitionD in a finite difference mesh. In contrast, the
proposed method does not require to discretizeD. Moreover, the
proposed method does not become difficult to apply if the dimen-
sion d increases and/or the shape ofD become complex and can
be applied without difficulties to solve the heat conduction equa-
tion for heterogeneous media with Dirichlet and Neumann bound-
ary conditions. For heterogeneous media, the temperatureT is the
solution of the partial differential equation

(
p51

d
]s~x!

]xp

]T~x!

]xp
1s~x!DT~x!52g~x!, xPD, (4)

wheres denotes the conductivity field. Conceptually, the floating
random walk or spherical process method is the closest related to
the proposed method. This relationship can be uncovered by in-
terpreting the Green functions of the differential operators of Eqs.
~1!, ~2!, and~4! as probability measures.

The main objectives of this paper are to~1! provide the theo-
retical foundation for the proposed Monte Carlo method,~2! dem-
onstrate the application of this method to the solution of the heat
conduction equation by numerical examples,~3! establish simi-
larities and differences between the current and the proposed
Monte Carlo solutions, and~4! outline relevant features of the
proposed Monte Carlo method for applications.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, June 9, 1997;
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2 Current Monte Carlo Solutions
Two representative solutions for the differential operators of

Eqs. ~1! and ~2! are reviewed. The solutions are based on finite
difference approximations and the mean value theorem.

2.1 First Solution. Consider the finite difference approxi-
mation

Ti 11,j22Ti , j1Ti 21,j

a2 1
Ti , j 1122Ti , j1Ti , j 21

a2 52gi , j (5)

of Eq. ~1! for d52 and a mesh of equal stepa in both coordinates,
whereTi , j andgi , j denote the values of functionsT andg at node
~i,j!, respectively. The version

Ti , j5
1

4
~Ti 11,j1Ti 21,j1Ti , j 111Ti , j 21!1

a2

4
gi , j (6)

of this approximation is the basis for the Monte Carlo solution of
Eq. ~1! by the fixed random walk and exodus methods~@4,5#!.

Suppose that the objective is to find the temperatureT satisfy-
ing Eqs.~1! and~2! at an arbitrary nodex of the finite difference
mesh. The method is based on the probabilistic interpretation of
Eq. ~6! showing that a random walker located at a node of the
finite difference mesh may move to the right, left, up, or down
with equal probabilities. Considerns random walkers starting atx.
The walker k travels through the nodes$(xp

(k) ,yp
(k))%, p

51,2, . . . ,mk , of the finite difference mesh and exitsD at
(xmk

(k) ,ymk

(k))P]D. The value ofT(x) can be approximated by
@3–5#.

T̂~x!5
1

ns
(
k51

ns FTb~xmk

~k! ,ymk

~k!!1
a2

4 (
p51

mk

g~xp
~k! ,yp

~k!!G . (7)

If g50, the last term of Eq.~7! vanishes and the resulting solution
T̂ provides an approximation for the solution of the Laplace equa-
tion ~Eq. ~2!!.

The methods based on Eq.~7! can calculate the temperatureT
only at pointsx belonging to the nodes of the finite difference
mesh considered in the analysis. This restriction may be undesir-
able in some applications because the finite difference mesh can-
not be chosen independently of the points where the temperature
needs to be calculated. Difficulties related to this restriction may
not be relevant if the mesh step is small.

2.2 Second Solution. The mean value theorem for a homo-
geneous differential operatorL@T(x)#50, xPD, gives~@9#!

T~x!5E
S~x,r !

k~x,y!T~y!ds~y! (8)

whereS(x,r )5$y:iy2xi5r %,D is a sphere of radiusr .0 cen-
tered atxPD, k is the kernel of the differential operatorL, and
ds(y) denotes the element of area onS(x,r ). If k is positive, it
can be used to define a probability measure onS(x,r ) so thatT(x)
can be interpreted as the mean value of a random variableY
taking values onS(x,r ) and having a probability measure defined
by the kernelk.

SupposeL is the Laplace operatorD of Eq. ~2! and the solution
T satisfies the boundary conditions of Eq.~3!. The kernel of this
operator is constant and equal to 1/ad , where ad

52pd/2r d21/G(d/2) is the area of S(x,r ) so that
(1/ad)*s(x,r )ds(y)51. Hence, T(x)5*s(x,r )T(y)@ds(y)/ad# so
that it can be viewed as the average value of a random variableY
uniformly distributed onS(x,r ).

Let x05x be an arbitrary point ofD andS(x0 ,r (x0)) the largest
sphere centered atx0 that can be inscribed inD. Let x1(v) be a
randomly selected point onS(x0 ,r (x0)) and S(x1(v),r (x1(v)))
the largest sphere centered atx1(v) that can be inscribed inD.
Select now a random pointx2(v) on S(x1(v),r (x1(v))). This
algorithm generates a sequence of points$x0 ,x1(v),x2(v), . . . %,

referred to as spherical process, that converges to a pointy(v) of
]D ~@2,7,8,10,11#!. The value ofT at this limit point is known and
equal toTb(y(v)) by the boundary conditions. Then

T~x0 ,v!5F )
i 51

N~v!

k~xi 21~v!xi~v!!GTb~y~v!! (9)

is the value ofT at x0 on samplev, wherex0(v)5x0 andN(v)
denote the number of steps of the spherical process. An estimate
of T(x)5T(x0) is given by the arithmetic average of the sample
values$T(x0 ,v)%. The algorithm can be modified to solve partial
differential equations with Neumann boundary conditions
~@7,8,10#!.

3 Fundamentals for the Proposed Solution
This section reviews essential properties of the Brownian mo-

tion and the Itoˆ processes and gives the version of the Itoˆ formula
needed for the proposed Monte Carlo solution of the heat equa-
tion.

3.1 Brownian Motion. The Rd-valued Brownian motion
B(t), t>0, is a stochastic process with the properties:

~a! The initial valueB(0)5x of B can be any pointx in Rd.
~b! The incrementB(t)2B(s), s,t, of B in an arbitrary time

interval ~s,t! is a d-dimensional random vector whose coordinates
are independent Gaussian variables with mean zero and variance
t2s. Hence, the Gaussian vectorB(t)2B(s) has mean zero and
covariance matrixi( t2s), wherei denotes the~d,d!-identity ma-
trix. Because the properties of the increments ofB depend on only
the durationt2s of the time interval (s,t), the process is said to
have stationary increments.

~c! The increments ofB in nonoverlapping time intervals are
independent, that is, the incrementsB(t)2B(s) and B(u)
2B(v), v,u<s,t, of B are independent random vectors.
Hence,B has stationary and independent increments.

~d! The samples ofB are continuous and nondifferentiable ev-
erywhere. The lack of differentiability is caused by the rapid os-
cillations of the samples ofB and has implications on the way in
which various operations can be performed on this process. For
example, integrals involving Brownian motions as integrators can-
not be defined in the classical Riemann-Stieltjes sense because
these types of integrals exist for relatively smooth integrators. The
integrators of Riemann-Stieltjes integrals must be of bounded
variation on bounded intervals and the samples of the Brownian
motion do not have this property.

~e! The generation of samples of anRd-valued Brownian mo-
tion processB is simple irrespective of the dimensiond and in-
volves three steps:

1 Select a time stepDt.0 and a starting pointx.
2 Consider a time sequencetk5kDt, k50,1, . . . , andgener-

ate samples of the incrementsDBk5B(tk11)2B(tk) of B
during each time interval (tk ,tk11).

3 Apply the recurrence formula
B~ tk11!5B~ tk!1DBk , k50,1 . . . (10)

to obtained samples ofB, whereB(tk) is the current value,
DBk denotes the increment of the Brownian motion, and
B(t0)5B(0)5x.

Simple algorithms can be developed to generate samples ofB
in any dimensiond with a specified time stepDt. For example,
the function

function @ time,br#5brown~d,x,Dt,nstep, nseed!
dts5sqrt(Dt);
randn~‘seed’,nseed!
time~1!50;
br(:,1)5x;
for i5 1:nstep,
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time(i11)5time(i)1Dt;
br(:, i11)5br(:, i)1dts* randn(d,1);

end

can be used to generate a sample of the Brownian motion process
B in Rd starting atx with time stepDt in the time interval
@0,(nstep)(Dt)#. The generation uses the MATLAB function
randn giving independent Gaussian samples with mean zero and
variance one. A set of samples ofB can be obtained by running
the MATLAB function brown for different values of nseed.

3.2 The Itô Process. The stochastic differential equation

dX~ t !5a~X~ t !!dt1c~X~ t !!dB~ t !, t>0, (11)

defines anRd-valued stochastic processX depending on the (d,1)
and (d,db) matricesa and c, called drift and diffusion, and the
Rdb-valued Brownian motionB. The dimensionsd and db may
differ as demonstrated by an example presented in the paper~Eq.
~33!!. The diffusionc controls the magnitude of the driving noise
B. Both the drift and the diffusion coefficients may depend on the
stateX. The processX is called in the probability literature diffu-
sion or Itôprocess. To avoid confusion with common terms used
in engineering,X is referred to as Itoˆ’s process in this paper.

If a and c are relatively smooth functions satisfying the so-
called Lipschtz conditions, the solution

X~ t !5X~0!1E
0

t

a~X~s!!ds1E
0

t

c~X~s!!dB~s!, (12)

of Eq. ~11! exits and is unique~@12–14#!. This solution depends
on the Riemann and the Itoˆ integrals *0

t a(X(s))ds and
*0

t c(X(s))dB(s), respectively. As previously indicated, the inte-
gral *0

t c(X(s))dB(s) cannot be defined in the Riemann-Stieltjes
sense because the samples ofB are of unbounded variation.

The generation of samples of the Itoˆ processX can be based,
for example, on the finite difference approximation

X~ t1Dt !.X~ t !1a~X~ t !!Dt1c~X~ t !!DB~ t ! (13)

of Eq. ~11!. This recurrence formula and the algorithm for gener-
ating samples ofB discussed in the previous section can be used
to produce samples ofX with a specified time stepDt in any
dimensiond starting at an arbitrary pointx. More accurate recur-
rence formulas for generating samples ofX can be found in@15#.

3.3 Itô’s Formula. The tools of the classical calculus can-
not be applied to perform operations on Brownian motion and Itoˆ
processes. A very efficient computation tool is the Itoˆ formula

T~X~ t !!2T~X~0!!5E
0

t

AT~X~s!!ds

1(
i 51

d

(
k51

db E
0

t

c~X~s!! i ,k

]T~X~s!!

]xk
dBk~s!

(14)

valid for any functionT with continuous second-order partial de-
rivatives, where

AT~x!5 lim
t↓0

E@T~X~ t !!#2T~x!

t

5(
i

ai~x!
]Tb~x!

]xi
1

1

2 (
i , j

~c~x!c~x!T! i , j

]2T~x!

]xi]xj

(15)

is the generator of the Itoˆ processX for X(0)5x, @12–14#. ai(x)
denotes the elementi of a(x), and (c(x)c(x)T) i , j is the element
~i,j! of c(x)c(x)T. The generatorAT(x) gives the average rate of
change of functionT(X( t)) at an arbitrary time given that the

process is equal tox at this time. The formulas of Eqs.~14!–~15!
represent a generalization of the change of variables formula of
the classical calculus. The only difference between Eqs.~14! and
~15! and the change of variables formula of the classical calculus
is the term of Eq.~15! involving the second derivatives ofT that
is absent in the classical calculus.

The expectation or the mean of Eq.~14! is

E@T~X~ t !!#2T~x!5EF E
0

t

AT~X~s!!dsG (16)

becauseX(0)5x so thatE@T(X(0))#5T(x) and the increments
of B have mean zero so that the average of the last term of Eq.
~14! vanishes, whereE@Z# denotes the mean value of a random
variableZ and is called the mean, average, or expectation opera-
tor.

The formula of Eq.~16! holds for any initial valueX(0)5x and
time t. For the proposed Monte Carlo method, the timet needs to
be replaced with a random timet(x) corresponding to the first
exit of X from a bounded domainD under the conditionX(0)
5xPD, that is, the time

t~x!5 inf$t>0:X~ t !¹D%. (17)

The version of Eq.~16! with t replaced byt(x) is

E@T~X~t~x!!!#2T~x!5EF E
0

t~x!

AT~X~s!!dsG . (18)

The special case of the Brownian motionB can be obtained
from Eqs.~15! and ~18! by takinga equal to zero,d5db , andc
5 i in these equations, as it can be seen from Eq.~11!. The gen-
erator ofB is

AT~x!5 lim
t↓0

E@T~B~ t !!#2T~x!

t
5

1

2
DT~x! (19)

so that Eq.~18! becomes

E@T~B~t~x!!!#2T~x!5
1

2
EF E

0

t~x!

DT~B~s!!dsG (20)

for B(0)5x. The last formula shows that the Brownian motion
process can be used to solve the Laplace equation but it cannot be
applied to find the solution of differential equations defined by
differential operators different from the Laplace operator.

4 Proposed Solution of the Heat Equation
The solution of the heat equation can be based on the Brownian

motion and Itoˆ processes depending on the functional form of the
differential operators defining these equations. The framework is
established for solving the heat equation by the proposed method
for both homogeneous and heterogeneous media. Several ex-
amples are used to illustrate the application of the proposed
method.

4.1 General Formulation. Consider the solution of Eqs.~1!
and ~4! with the Dirichlet boundary conditions given by Eq.~3!.
The objective is to calculate the temperatureT at an arbitrary
point x in D. The proposed Monte Carlo method uses the Brown-
ian motion process for solving Eq.~1! but Itô processes are
needed to find the local solution of Eq.~4!.

First, consider the local solution of Eq.~1!. The formula of Eq.
~20! with T being the solution of Eq.~1! gives

T~x!5E@Tb~B~t~x!!!#1
1

2
EF E

0

t~x!

g~B~s!!dsG (21)

becauseB(t(x))P]D so thatT(B(t(x)))5Tb(B(t(x))) by the
boundary condition of Eq.~3! and becauseB(s)PD for s,t(x)
so thatDT(B(s))52g(B(s)) by Eq.~1!. Hence, the temperature
T(x) at an arbitrary pointxPD depends on the known functionsg
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and Tb . The method works because the generator ofB has the
same functional form as the differential operator of Eq.~1! so that
the value ofAB(s) is know for sP@0,t(x)).

Generally, it is not possible to obtain the expectations of Eq.
~21! analytically but they can be estimated from samples ofB. Let
$bi(t)%,i 51, . . . ,ns , bens independent samples ofB starting atx
and $t i(x)% the first exit times of these samples fromD. The
expectations of Eq.~21! can be approximated by

E@Tb~B~t~x!!!#.
1

ns
(
i 51

ns

Tb~bi~t i~x!!!EF E
0

t~x!

g~B~s!!dsG
.

1

ns
(
i 51

ns E
0

t i ~x!

g~bi~s!!ds, (22)

that is, the arithmetic averages of the samplesTb(bi(t i(x))) and
*0

t i (x)g(bi(s))ds of the random variablesTb(B(t(x))) and

*0
t(x)g(B(s))ds, respectively.
The solution of Eq.~2! with the Dirichlet boundary conditions

given by Eq.~3! can be obtained from Eq.~2! with g50, that is,

T~x!5E@Tb~B~t~x!!!#. (23)

The estimated value ofT(x) based onns independent samples of
the Brownian motion is

T~x!.
1

ns
(
i 51

ns

Tb~bi~t i~x!!!. (24)

Second, consider the solution of the heat equation for a hetero-
geneous medium with a conductivity fields. The formula of Eq.
~18! holds for T being the solution of Eq.~4!. The Brownian
motionB cannot be used for solution because the generator ofB is
proportional to the Laplace operator and the differential operator
on the left-hand side of Eq.~4! has a different structure. LetX be
an Itô process such that its generatorAT(x) coincides with the
left-hand side of Eq.~4!. Then the equalityAT(x)52g(x) holds
for eachxPD so that

T~x!5E@Tb~X~t~x!!!#1EF E
0

t~x!

g~X~s!!dsG (25)

by Eq. ~18! and the boundary conditions~Eq. ~3!!. It remains to
show that such an Itoˆ process can be constructed. The functional
form of Eqs.~4! and~15! shows that there exists an Itoˆ processX
with the required properties. The processX is defined by Eq.~11!
with the drift and diffusion coefficients

ai~x!5
]s~x!

]xi
, i 51, . . . ,d,

(26)
c~x!5 iA2s~x!.

4.2 Examples. Two examples are considered to demon-
strate the use of the proposed Monte Carlo method, illustrate some
features of this method, and explore the relationships between the
current and proposed Monte Carlo techniques.

Example 1. Consider the solution of Eq.~2! with the Dirichlet
boundary condition given by Eq.~3! and a spherical domainD
defined by the interior of a sphereS(x,r ) of radius r .0 and
centered atx. Suppose that the temperatureT(x) at the center of
the sphere needs to be determined.

The required temperature isT(x)5E@Tb(B(t(x)))# by Eq.
~23!. BecauseB(t(x)) is uniformly distributed onS(x,r ) @11#,
T(x) is equal to the expectationE@Tb(Y) #, whereY denotes a
random variable uniformly distributed onS(x,r ). This result co-
incides with the solution by the mean value theorem~Eqs.~8! and
~9!!. The example shows the close relationship between the
method based on the mean value theorem and the proposed Monte
Carlo solution.

Example 2. Suppose thatT is the solution of Eq.~2! defined
on the domainD5(0,a)3(0,b), 0,a, b,`, with the boundary
temperatures 100 on the sidex15a and zero on all the other sides
of D. The exact solution is given by the infinite series~@16#!,

T~x!5
400

p (
n51,3, . . .

`
sinh~npx1 /b!sin~npx2 /b!

sinh~npa/b!
. (27)

The approximate value ofT(x) by the proposed Monte Carlo
solution is~Eq. ~24!!

T~x!.100
ns,1

ns
, (28)

wherens and ns,1 denote the total number of samples generated
from a Brownian motion processB starting atx and the number of
these samples exitingD through the sidex15a of D. Compari-
sons of values ofT given by Eqs.~27! and~28! show differences
less two percent forns52000 samples ofB, time stepsDt in the
range~0.0005, 0.001!, anda5b51 for a large set of pointsx
covering the domain of definitionD. The proposed Monte Carlo
solution improves as the sample sizens increases. For example,
the estimates given by Eq.~28! are 30, 25.8, and 25.5 at point
~0.5, 0.5! for ns5100, 500, and 1000, respectively, and a time
step ofDt50.001. The corresponding errors relative to the exact
temperature at this point,T(0.5,0.5)525, are 20, 3.2, and 2 per-
cent, respectively.

This example can be generalized in several directions. First,
suppose thatT is the solution of the heterogeneous heat equation,

]2T

]x1
2 13

]2T

]x2
2 5216, (29)

with gÞ0 ~Eq. ~1!!. The Brownian motion cannot be used for
solution because the differential operator of Eq.~29! differs from
the Laplace operator. The Itoˆ processX required for solution is
~Eqs.~11! and ~26!!

dX1~ t !5dB1~ t !

(30)dX2~ t !5)dB2~ t !

because the generator of this process is proportional with the
left-hand side of Eq.~29!. The proposed solution is

T~x!5E@Tb~X~t~x!!!#18E@t~x!# (31)

by Eq. ~21! because the generator ofX is equal to the left hand
side of Eq. ~29! divided by two so that*0

t(x)AT(X(s))ds5

28*0
t(x)ds528t(x). Samples ofX can be used to estimate the

averagesE@Tb(X( t(x)))# andE@t(x)# in the expression ofT(x)
using similar estimates as in Eq.~22!.

Table 1 gives solutions of Eq.~29! at six points in the domain
of definition D5(0,1)3(0,1) of this equation obtained by the
finite element and the proposed Monte Carlo methods. The Monte
Carlo solution is based onns51000 samples of the Itoˆ process
defined by Eq.~30! and a time stepDt50.0001. The difference
between the finite element and the proposed solutions are given in
percentages in the last column of the table. The largest difference
occurs at location~0.5, 0.5!. The result by the proposed method
for another set of 1000 samples at point~0.5, 0.5!is 9.3930 so that
the estimate ofT at this point based on 2000 samples is (9.3930

Table 1 Finite element and proposed Monte Carlo solutions

Point Finite element Monte Carlo Difference~%!

~0.25, 0.25! 1.788 1.8019 0.78
~0.50, 0.25! 6.35 6.2490 21.59
~0.75, 0.25! 23.87 23.9758 0.44
~0.25, 0.50! 2.48 2.4064 22.97
~0.50, 0.50! 8.94 8.4766 25.18
~0.75, 0.50! 32.43 33.2928 2.66
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18.4766)/258.9348 and differs from the finite element solution
by 20.058 percent. The finite element solution is based on a very
refined mesh so that it can be considered to be nearly exact.

Second, suppose that Eq.~29! must satisfy Dirichlet and Neu-
mann boundary conditions. The proposed Monte Carlo method
can be extended to find the local solution for this type of problem.
The extension is based on a generalized version of the Itoˆ formula
that incorporates the values of the directional derivatives of tem-
perature at the Neumann boundaries. Theoretical considerations
on this version of the Itoˆ formula can be found in@12# and are not
presented in this paper.

5 Comments on Current and Proposed Solutions
The proposed, the fixed random walk, and the exodus methods

have some notable common features. These methods~1! are based
on probabilistic interpretations of deterministic partial differential
equations and use of Monte Carlo simulation for solution and~2!
are local in the sense that they can deliver the value of the un-
known function at an arbitrary point of the domain of definition
directly. In contrast, finite element, finite difference, and other
traditional numerical methods have to calculate the field solution
even if the solution is required at a point or a small set of points of
the domain of definition.

The relationship between the proposed Monte Carlo method
and the Monte Carlo approach based on the mean value theorem
is illustrated by the first example of the previous section. The
relationship between the proposed method, the exodus, and the
fixed random walk methods is examined here. Consider the solu-
tions of Eq.~1! with the Dirichlet boundary conditions of Eq.~3!
given by Eq. ~7! and Eq. ~21!. The first term
(1/ns)(k51

ns Tb(xmk

(k) ,ymk

(k)) of Eq. ~7! is an estimate of the expecta-
tion E@Tb(B(t(x)))# in Eq. ~21!. The connection between the
second terms of Eqs.~7! and~21! is less visible. It is sufficient to
show that (a2/2)(p51

mk g(xp
(k) ,yp

(k)) approximates*0
t(x)g(B(s))ds

because the summation onk scaled byns in Eq. ~7! provides an
estimate for the expectation of the integral in Eq.~21!. The inte-
gral *0

t(x)g(B(s))ds can be approximated by the sum
(p51

mk g(xp
(k) ,yp

(k))DSp
(k) , where$(xp

(k) ,yp
(k))% are points on pathk

of B equally spaced at distancea and $DSp
(k)% denote the corre-

sponding time steps. The time steps$DSp
(k)% are independent iden-

tically distributed random variables with meana2/d because
$DSp

(k)% represent first exit times ofB from a sphere of radiusa
providedB starts at the center of this sphere@14#. If g51 in D,
the integral *0

t(x)g(B(s))ds is equal to t(x) and the sum
(p51

mk g(xp
(k) ,yp

(k))DSp
(k) becomes(p51

mk DSp
(k) . If mk is large, this

sum can be approximated by its averagemk(a
2/2) according to

the central limit theorem. Ifg is a smooth function inD andmk is
sufficiently large, the central limit theorem holds so that the sum
(p51

mk g(xp
(k) ,yp

(k))DSp
(k) can be approximated by its mean value

(a2/2)(p51
mk g(xp

(k) ,yp
(k)) and this approximation coincides with the

formula of Eq. ~7!. If mk is not large, the random variable
(p51

mk g(xp
(k) ,yp

(k))DSp
(k) cannot be approximated by

(a2/2)(p51
mk g(xp

(k) ,yp
(k)) because its variance is not negligible.

This observation suggests to use a refined finite difference mesh
for calculating values of solutionT at pointxPD close to]D to
assure thatmk is relatively large for most walks originating at
these points.

The proposed method has some attractive features that are not
shared by most of the current Monte Carlo techniques. The pro-
posed method:

1 does not require to discretize the domain of definitionD of
the differential equation. In contrast, the discretization ofD is the
first step of the solution by the fixed random walk and exodus
methods. Because the calculations related to the generation of the
paths of the random walkers and the averaging of these paths

needed for solution are similar in the current and the proposed
methods~Eqs. ~7! and ~21!!, the computational effort in the pro-
posed method is reduced.

2 can be applied without any difficulty to domains of arbitrary
shape and dimension. For example, suppose the domain of defi-
nition of Eq. ~2! is multiply connected with boundary]D
5Ur 51

m ]Dr , ]DrùDr850” , rÞr 8, and the solutionT takes con-
stant values on these boundaries, that isT(x)5kr for xP]Dr , r
51, . . . ,m. The expectationE@Tb(B(t(x)))# of Eq. ~23! be-
comes

E@Tb~B~t~x!!!#5(
r 51

m

krpr~x! (32)

where pr(x) denotes the probability that the Brownian motion
starting atxPD exitsD for the first time through]Dr . The prob-
abilities pr(x) cannot be calculated analytically for arbitrary do-
mains but can be estimated by the rations,r /ns , wherens andns,r
denote the total number of samples and the number of samples
exiting D through]Dr . The accuracy of the resulting estimates is
very good as demonstrated by a numerical example in@10#. On
the other hand, the meshing of the domain required by the fixed
random walk and exodus methods results in some difficulties
when dealing with domainsD of complex geometry and/or high
dimension.

3 can be applied to solve both Dirichlet and Neumann bound-
ary value problems using the same conceptual framework. The
incorporation of the Neumann boundary conditions requires the
use of a generalized version of the Itoˆ formula.

4 can be used for the solution of the transient heat equation.
For example, theR3-valued ItôprocessX defined by

dX1~s!5dB1~s!

dX2~s!5dB2~s! (33)

dX3~s!52ds

with the initial conditionsX1(0)5x1 , X2(0)5x2 , andX3(0)5t
can be used to calculate the local solutionT(t,x) for x5(x1 ,x2)
and time t.0 of the transient heat equation]T/]t
5(1/2)(]2/]x1

21]2/]x2
2)T defined on a domainD,R2 for t.0

and specified initial and boundary conditions. The solution of this
problem can be based on Eq.~21! corresponding to the cylindrical
domainD* ,R3 with baseD extending in the positive direction of
time to infinity and boundary conditions given by the specified
initial and boundary conditions of the transient heat equation. Be-
cause the generator of the Itoˆ processX defined by Eq.~33! co-
incides with the differential equation ofT, the temperature at (t,x)
is equal to the average of the temperatures on the boundaries of
D* at the exit points ofX by Eq. ~21!. Numerical results for the
one-dimensional transient heat conduction equation can be found
in @10#.

6 Conclusions
A Monte Carlo solution was proposed for calculating the local

solution of the Poisson and heat conduction equations, that is, the
solution of these equations at a point or a small set of points of the
domain of definition. The method is based on properties of the
Brownian motion and Itoˆ processes, the Itoˆ formula for differen-
tiable functions of these processes, and similarities between the
generators of Itoˆ processes and the differential operators of the
Poisson and heat equations. In contrast to the fixed random walk
and exodus Monte Carlo simulation methods that are based on
random walks with a fixed step specified by the finite difference
approximations of the differential operators of the Poisson and
heat equations, the proposed method is based on walks with ran-
dom steps. The proposed Monte Carlo method has some attractive
features. The method does not require to descretize the domain of
definition of the differential equation, can be applied to domains
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of arbitrary dimension and geometry, works for both Dirichlet and
Neumann boundary conditions, and provides simple solutions for
both steady-state and transient heat equations. Examples were pre-
sented to illustrate the application of the proposed method and
demonstrate its accuracy.

Nomenclature

A 5 the generator ofB or X
a 5 drift coefficients
c 5 diffusion coefficients
B 5 Brownian motion
D 5 domain of definition for the heat equation

]D 5 boundary ofD
E 5 the expectation, mean, or average operator

k(x,y) 5 Green’s function
Rd 5 d-dimensional space

t 5 time
T 5 temperature

t(x) 5 first exit time ofB or X starting atxPD from D
X 5 Itô’s process
x 5 arbitrary point inD
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On the Enhancement of the
Thermal Contact Conductance:
Effect of Loading History
A resistance to heat flow exists at the junction of two surfaces. It has long been recognized
that there exists a hysteresis effect, that is, the value of thermal contact resistance in the
unloading process is less than that in the loading process at the same load. However,
little work has been done in utilizing this phenomenon to enhance the thermal contact
conductance. The present experimental work investigated the effect of loading history; in
particular the number of load cycles and overloading pressure, on the thermal contact
conductance. It was found that the value of the thermal contact conductance might be
enhanced by up to 51 percent. A cost-effective way of enhancing the contact conductance
is suggested.@S0022-1481~00!01601-7#

Keywords: Heat Transfer

1 Introduction
A detailed examination of solid surface reveals that there exist

a large number of microscopic peaks and valleys on any surface.
Therefore, when two rough flat surfaces are brought into contact
under pressure, they touch each other at only a few discrete spots.
The real contact area is only a fraction of the nominal area~typi-
cally less than one percent!. When heat flows through the inter-
face, it is constrained to flow through the separated contact spots.
This constriction causes an additional resistance to the heat flow,
namely the thermal contact resistance. The thermal contact con-
ductance is the reciprocal of the contact resistance.

Extensive reviews on the current state of the thermal contact
conductance may be found in Madhusudana and Fletcher@1# and
Fletcher@2#. It is generally agreed that the value of thermal con-
tact conductance is related to the surface roughness, material
properties, and the load applied to the surfaces in contact. Theo-
retical and experimental studies conducted by Cooper et al.@3#,
Mikic @4#, and Song and Yovanovich@5# indicate that the nondi-
mensional conductance and load are related by equations of the
form

hs

mkS
5cS P

H D n

. (1)

Yovanovich@6#, for example, proposedc51.25 andn50.95. This
is applicable for initial loading assuming plastic deformation.

Experiments conducted by Madhusudana and Williams@7# and
Williamson and Majumdar@8# found that there existed a hyster-
esis effect, that is, the values of contact conductance in the un-
loading process are higher than those in the initial loading process
~@9#!. McWaid and Marshall@10# found that hysteresis occurred
on the surfaces with different machining processes. Experimental
work by Li et al.@11# investigated the effect of overloading on the
contact conductance. Their results confirmed that hysteresis ex-
isted between the contact of stainless steel/stainless steel and mild
steel/mild steel specimen pairs.

Mikic @4# analyzed the hysteresis effect in his theoretical work.
He concluded that due to the change of deformation mode in the
loading and unloading process, the contact conductance is ex-
pected to be higher in the unloading process, provided the asperi-

ties deform plastically in the initial loading. The possible change
of asperity shape due to elastic recovery was not mentioned in his
analysis.

Experimental work by Pullen and Williamson@12# and Will-
iams and Idrus@13# demonstrated that the shape of contacting
asperities change and the rms roughness of the surface decrease as
the result of thermal and mechanical load. Their results also sug-
gest that some fundamental change may remain on the rough sur-
face upon removal of the applied load. Thus, the assumption that
the shape of asperities on the contact surface stays unchanged in
the loading and unloading process may not be valid.

Although some previous investigations have studied hysteresis,
the effect of the number of loading cycles, and the effect of me-
chanically overloading the contact have received little attention.
The present work reports an experimental investigation into these
two effects. Also, an explanation of the observed effects of cyclic
loading and overloading is offered, taking into account the change
of asperity shapes.

2 Experimental Investigation
A detailed description of the experimental procedure, including

specimen preparation, experimental apparatus, and the uncertainty
analysis have been reported by Li et al.@11#. A brief description is
given below.

The experimental apparatus contains three major parts: two
stainless plates and a Pyrex glass tube forms an enclosed vacuum
chamber. A rotary vacuum pump is linked to the chamber. The
vacuum level was maintained at 231022 mbar during the test.
Four steel rods and a middle plate secure the test column in place
during the initial assembly. The test column contains a heater
block, two heat flux meters, two test specimens, a cooler, and two
insulators. The heater block has a 250 W band heater attached to
it. A voltage stabilizer is used to keep a constant voltage for the
band heater. Cooling water circulates through the cooler. Two
insulators, made of reinforced concrete, isolate the test column
from the environment. A radiation shield was also installed in the
test apparatus. A lever arm system located outside the vacuum
chamber is employed to apply load to the test column. 16 cali-
brated type T thermocouples~f 1 mm! were used in the system.
The outputs from the thermocouples were fed into a 16-bit
Sensory-419 data acquisition board, which converts the signals
from the thermocouples into PC for analysis.

Test specimens were made of AISI304 stainless steel and
AISI1020 mild steel. Table 1 lists the surface roughness test re-
sults and the material properties of the specimens used. The test

1Author to whom correspondence should be addressed.
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division Jan. 15, 1999;
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specimens were cleaned with acetone prior to assembly. A light
load of 100 kPa was applied to the test column to secure the
alignment. The system was left to degas over 12 hours before the
heater was switched on. The system was considered to reach
steady state based on two observations:~1! Temperature measure-
ment did not vary by 0.2°C over a period of 15 minutes for each
thermocouple.~2! The heat fluxes in the two test specimens dif-
fered by less than three percent.

3 Results and Discussion

3.1 Hysteresis Effect. Two pairs of specimens were tested
for the hysteresis effect. After the initial assembly, the test column
was loaded from 0.865 to 6.425 MPa in six steps during the load-
ing process. Thermal contact conductance was measured at each
step. When the loading process was completed, the test column
was unloaded back to 0.865 MPa in six steps and the contact
conductance was again measured at each step. The results are
plotted in Fig. 1.

It is clear from Fig. 1 that hysteresis effect existed in the tests
conducted. For both pairs of specimens, the measured thermal
contact conductance was higher in the unloading process than in
the loading process, even though the test column was subjected to
the same contact pressure.

For the pair of stainless steel specimens~SS54-137!, the differ-
ence in the value of contact conductance reached its peak at the
contact pressure of 1.977 MPa. At this pressure, the value of
thermal contact conductance was 60 percent higher in the unload-
ing process than in the loading process. At the end of the unload-
ing process, the conductance was still 33 percent higher than the
corresponding value during loading.

For the pair of mild steel specimens~MS12-43!, the largest
difference in the value of contact conductance appeared at the end
of unloading process. The value of thermal contact conductance
had increased by 150 percent compared to that at initial loading.

3.2 Number of Load Cycles. Two pairs of stainless steel
specimens were tested to study the effect of the number of load
cycles applied on thermal contact conductance. After the initial
assembly, the test column was loaded to the operating pressure of
6.425 MPa in six steps. The values of thermal contact conduc-
tance were measured at each step, and the test column was un-
loaded back to 0.865 MPa. Next, the test column was loaded back
to the operation pressure of 6.425 MPa in a single step. This
procedure was repeated a number of times. When a certain num-
ber of load cycles was completed, the value of the contact con-
ductance was measured and recorded. The numbers of load cycles
applied to the test column were 5, 10, 15, 20, 30, 40, 50, 60, and
70. The test results are shown in Fig. 2.

It is clear from Fig. 2 that the number of load cycles applied
does affect the thermal contact conductance. The increase in ther-
mal contact conductance mainly occurred in the first five load
cycles. At the end of the first five load cycles, specimen pair
SS54-137 had an increase of 19 percent, while specimen pair
SS34-48 had an increase of 11 percent in the value of contact
conductance, compared to the value in initial loading. From five to
30 load cycles, specimen pair SS54-137 showed an improvement
of only two percent, while for specimen pair SS34-48, the im-
provement was three percent. Thus, at the end of 30 load cycles,
specimens SS54-137 had an increase of 22 percent, while speci-
mens SS34-48 had an increase of 15 percent in contact conduc-
tance, compared to the value in initial loading. Once the number
of load cycles was over 30, there was no significant increase in
contact conductance.

It was also noticed that the surface roughness might also influ-
ence the effect of load cycles. It appeared that the effect of load
cycles was more evident on a smooth surface than on a relatively
rough surface.

The reason for the effect of the number of load cycle applied,
we believe, is the substitution of asperities deformation mode. At
the operation pressure of 6.425 MPa, in the initial loading process,
the majority of plastic deformation had occurred and been com-
pleted, and asperities deformed elastically in the following load
cycles. We recorded a dramatic increase in the value of thermal
contact conductance after only five load cycles. However, for
some asperities, plastic deformation may not have been fully com-
plete at the end of five cycles. These asperities completed their

Table 1 Roughness data and material properties of the test
specimens

Fig. 1 Results for specimens SS54-137 and MS12-43 in load-
ing and unloading process

Fig. 2 Number of loading cycles versus contact conductance
for SS 34-48 and SS54-137 at operation pressure of 6.425 MPa
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plastic deformation in the following load cycles, deformed elasti-
cally at the end of plastic deformation, and were responsible for
the increase in the value of thermal contact conductance in 5–30
load cycles. After the application of 30 load cycles, almost all of
the asperities have completed their plastic deformation. The as-
perities in contact deformed elastically in the following load
cycles, and the measured contact conductance values tended to be
constant. Elastic deformation requires more contact area and num-
ber of contact spots to sustain the same load as plastic deforma-
tion. Thus, the value of thermal contact conductance after 30 load
cycles is higher compared to that in the initial loading process.

3.3 Overloading Pressure. It was verified in the last sec-
tion that repeatedly loading the test column produced an increase
in thermal contact conductance. It is logical to expect that over-
loading, that is loading the test column beyond the normal oper-
ating pressure, will also enhance the contact conductance.

Two pairs of specimens were tested to verify the effect of over-
loading. After initial assembly, the test column was loaded to an
operation pressure of 6.425 MPa in six steps and the values of
thermal contact conductance were measured in each step. The test
column was than unloaded back to 0.865 MPa. Stainless steel
specimen pair SS54-137 went through a number of load cycles at
6.425 MPa, as shown in the last section, before the start of the
overloading session. Mild steel specimens MS12-43 also went
through 30 load cycles at 6.425 MPa.

The test column was then overloaded to a predetermined pres-
sure for 30 load cycles and unloaded back to 0.865 MPa. A con-
tact pressure of 6.425 MPa was then applied to the test column,
and the value of contact conductance was measured. The over-
loading pressures applied in this investigation were: 7.537, 8.649,
9.761, 10.873, and 11.985 MPa.

From the experimental results shown in Fig. 3, it is clear that
the overloading had significant effect on contact conductance. For
both specimens pairs tested, it was found that the values of contact
conductance measured after the overloading operation were much
higher than the values that were obtained without the overloading,
even though the test column was loaded at the same operation
pressure. It is also clear that the value of contact conductance
increased with the overloading pressure. When the specimens
were overloaded to 11.985 MPa, SS54-137 had an increase of 23
percent, while MS12-43 had an increase of 30 percent in contact
conductance, compared to the value obtained after cycling the
load 30 times. When they were compared to the values obtained in

the initial loading process, the improvements were 51 percent and
41 percent for SS54-137 and MS12-43, respectively.

No previous theory may be applied to predict the effect of
overloading on thermal contact conductance. The experimental
results on the overloading effect lead us to believe that the shape
of asperities may have changed in the elastic recovery process, as
discussed below.

Considering a single asperity in contact with a flat surface, the
asperity has a tip radiusR0 prior to the initial loading, and it
deforms plastically under the normal operation pressure ofP0 . As
the load is removed, the plastically deformed asperity recovers
elastically. But it does not recover back to its original shape due to
the existence of residual stress. The asperity recovers to a tip
radius ofR1 . ObviouslyR1 is greater thanR0 . Provided the con-
tact pressure is not greater thanP0 in the following load cycles,
the asperity deforms elastically at the radius ofR1 . The contact
area corresponding to the elastic deformation is larger than that of
initial plastic deformation at the same intermediate pressure.

The number of contact spots on the contacting surface also
increases at an intermediate contact pressure. This is due to the
fact that for the same amount of deflection, the elastic deformation
sustains less load than the plastic deformation. When the asperity
deforms elastically, it needs to deform further in order to sustain
the same load as the plastic deformation. Therefore, the total num-
ber of contact spots increases at the intermediate contact pressure.

Because the total contact area increases due to the elastic de-
formation, and the total number of contact spots increases due to
the greater deflection, the thermal contact conductance increases
as well. This is one of the reasons that contact conductance is
enhanced by repeated loading.

When the asperity is subjected to a new overloading pressure of
P1 , greater thanP0 , it deforms plastically again. It starts with an
initial radius of R1 , then undergoes plastic deformation at the
overloading pressure ofP1 . When the load is removed, the asper-
ity will recover back to a radius ofR2 (R2.R1). The asperity
then deforms elastically in the new recovered radius ofR2 in the
following load cycles, provided the pressure does not exceedP1 .
As R2 is greater thanR1 , when the normal operation pressure of
P0 is applied again, the asperity will yield a larger radius of con-
tact, thus a larger contact area. The thermal contact conductance is
therefore increased at the end of overloading operation even
though the contact pressure applied remains the same.

4 Conclusions
This experimental program has demonstrated that

1 hysteresis effect exists for the contact of stainless steel/
stainless steel and mild steel/mild steel surfaces for different de-
grees of surface finish.

2 number of load cycles applied affects the value of thermal
contact conductance. In general, increasing number of load cycles
results in higher contact conductance.

3 cycling the load cannot increase the value of contact conduc-
tance indefinitely. It was found that 30 load cycles might be suf-
ficient to get the maximum benefit from repeated loading.

4 further increase in the value of thermal contact conductance
may be gained by overloading the contact surfaces beyond the
normal operation pressure for a number of load cycles. The over-
loading operation may increase the value of thermal contact con-
ductance by as much as 51 percent, depending on the overloading
pressure applied.

5 the reason for the effect of overloading, we believe, is that
the asperities change shape during the unloading process.

6 engineers working in the area of thermal contact conductance
may use preoverloading as a cost-effective tool to enhance the
thermal performance of the components.

Further work is currently underway to develop a detailed theo-
retical analysis for the overloading process.

Fig. 3 Overloading pressure versus contact conductance for
SS54-137 and MS 12-43 at operation pressure of 6.425 MPa
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Nomenclature

sq 5 rms roughness,mm
s 5 combined rms surface roughness of two surfaces,mm

ma 5 mean absolute slope
m 5 combined mean absolute slope of two surfaces
P 5 external pressure applied to the joint, MPa

Wq 5 rms waviness,mm
Wmq 5 rms waviness slope

Tm 5 mean contact temperature, K
H 5 microhardness of the softer material in contact, MPa
ks 5 harmonic mean of the thermal conductivity of the

two contacting solids, W/m K
c 5 a constant
n 5 load exponent

References
@1# Madhusudana, C. V., and Fletcher, L. S., 1986, ‘‘Contact Heat Transfer—The

Last Decade,’’ AIAA J.,24, pp. 510–523.
@2# Fletcher, L. S., 1990, ‘‘A Review of Thermal Enhancement Technique for

Electronic System,’’ IEEE Trans. Compon., Hybrids, Manuf. Technol.,13, pp.
1012–1021.

@3# Cooper, M. G., Mikic, B. B., and Yovanovich, M. M., 1969, ‘‘Thermal Con-
tact Conductance,’’ Int. J. Heat Mass Transf.,12, pp. 279–300.

@4# Mikic, B. B., 1971, ‘‘Analytical Studies of Contact of Nominally Flat Surface;
Effect of Previous Loading,’’ Trans. ASME J. Lub. Technol.,92, pp. 451–
456.

@5# Song, S., and Yovanovich, M. M., 1988, ‘‘Relative Contact Pressure: Depen-
dence on Surface Roughness, and Vickers Microhardness,’’ J. Thermophys.,2,
No. 1, pp. 43–47.

@6# Yovanovich, M. M., 1982, ‘‘Thermal Contact Correlations, Spacecraft Radia-
tive Transfer and Temperature Control,’’Progress in Astronautics and Aero-
nautics, Vol. 83, T. E. Horton, ed., AIAA, New York, pp. 83–95.

@7# Madhusudana, C. V., and Williams, A., 1973, ‘‘Heat Flow Through Metallic
Contacts—The Influence of Cycling the Contact Pressure,’’1st Australian
Conference on Heat Mass Transfer, Section 4.1, Monash University, Mel-
bourne, Australia, pp. 33–40.

@8# Williamson, M., and Majumdar, A., 1992, ‘‘Effect of Surface Deformations on
Contact Conductance,’’ Trans. ASME J. Heat Transfer,114, pp. 802–809.

@9# Madhusudana, C. V., 1996,Thermal Contact Conductance, Springer, New
York, pp. 130–134.

@10# McWaid, T. H., and Marshall, E., 1992, ‘‘Thermal Contact Resistance Across
Pressed Metal Contacts in a Vacuum Environment,’’ Int. J. Heat Mass Transf.,
35, pp. 2911–2920.

@11# Li, Y. Z., Madhusudana, C. V., and Leonardi, E., 1998, ‘‘On The Enhance-
ment Of Thermal Contact Conductance: Effect Of Over Loading,’’ Heat
Transfer 1998,Proceeding of 11th International Heat Transfer Conference,
Vol. 7, pp. 27–32.

@12# Pullen, J., and Williamson, J. B. P., 1966, ‘‘On the Plastic Contact of Rough
Surface,’’ Proc. R. Soc. London, Ser. A,327, pp. 159–173.

@13# Williams, A., and Idrus, N., 1977, ‘‘Changes of Surface Shapes due To Con-
tact Loading With Thermal and Pressure Cycling,’’ paper presented at AIAA
12th Thermophysics Conference, Albuquerque, NM.

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 49

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



O. Manca
B. Morrone

Dipartimento di Ingegneria Aerospaziale,
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Experimental Analysis of Thermal
Instability in Natural Convection
Between Horizontal Parallel
Plates Uniformly Heated
An experimental investigation of natural convection between horizontal, heated, parallel
plates in air was carried out by visualizing the flow and measuring the air temperature.
Grashof numbers, based on the plate spacing, varied in the 1.223105–1.063106 range.
Flow patterns and probable onset of secondary motions were observed for three heating
modes: (1) both plates heated, (2) upper plate heated and lower one unheated, and (3)
upper plate unheated and lower one heated. The main flow pattern resembled a C shape
(C loop) for all modes. In fact, the flow penetrated inside the cavity close to the leading
edge of the lower plate and exited from the upper part, by reversing its motion between
the plates. When the lower plate was heated, flow visualization showed that secondary
flows were added to the C loop main flow. Such secondary structures arose as thermals,
then changed into longitudinal vortices and, in the upper region of the open-ended cavity,
a chaotic motion was detected. The existence of these structures was confirmed by mea-
surements of instantaneous temperature values. They showed that the greater the Grashof
number the more chaotic the flow in the outflow branch of the C loop when the lower
plate was heated and the upper one was unheated.@S0022-1481~00!01801-6#

Keywords: Heat Transfer, Instability, Natural Convection, Three Dimensional,
Visualization

Introduction
The growing attention to natural convection is related to its

importance in several engineering applications as well as different
natural phenomena, and a thorough investigation is required for
some basic configurations, as was pointed out by Goldstein and
Volino @1# in their recent review.

The configuration of two horizontal, heated, flat, parallel plates,
in particular, has many technological applications such as the
cooling of electronic components, solar cells, and chemical vapor
deposition~CVD! systems. These aspects of technical interest can
involve thermal instabilities in plane air layers~@2#!. The flow can
show very complex patterns due to an interaction between the
horizontal plate and other surfaces. The study of such flows has
been extensive, and much information exists concerning their heat
transfer characteristics, particularly under steady or quasi-steady
conditions. In spite of many studies, the structures and heat trans-
fer mechanisms of these flows are not completely described. This
is particularly true for thick layers under both transient and qua-
sisteady conditions.

One of the first experimental investigations on a uniformly
heated upward-facing horizontal plate shrouded by a parallel in-
sulated surface placed above, was carried out by Sparrow and
Carlson@3#. They determined the local and average natural con-
vection heat transfer characteristics. The existence of longitudinal
vortices between horizontal parallel isothermal plates was inves-
tigated by Fukui et al.@4#. They analyzed the vortex patterns for
laminar natural and forced convection. Maughan and Incropera
@5,6# studied experimentally~@5#! and numerically~@6#! the heat
transfer for laminar mixed convection in horizontal and inclined
channels. Evans and Greif@7,8# studied thermally unstable flow
and heat transfer of a gas in a horizontal channel with a heated

bottom surface and a cooled top surface by means of a numerical
approach. Their interest was focused on the applications of the
CVD. Cheng and Shi@9# made use of a visualization technique to
study the developing secondary flow patterns in mixed convection
caused by buoyancy forces in horizontal rectangular channels with
isothermally heated upper and bottom plates. Lin and Lin@10,11#
carried out, by means of a visualization technique and velocity
and temperature measurements, an investigation on mixed con-
vection of air in bottom heated horizontal and slightly inclined
ducts. More recently, Chang et al.@12# carried out an experimen-
tal investigation by means of flow visualization and temperature
measurement for a mixed convection of air in a horizontal plane
channel.

Natural convection between two horizontal parallel plates is
similar to natural convection in horizontal open-ended cavities,
since the former configuration shows a temperature and flow sym-
metry in the transversal plane. As far as natural convection in
open-ended cavities is concerned, Vafai and Ettefagh@13,14#nu-
merically studied the transient behavior of the flow field between
two isothermal walls. For a more complete review of this topic,
readers should refer to Vafai et al.@15#.

The almost complete lack of studies on natural convection be-
tween horizontal parallel plates and in open-ended cavities with
isoflux heated walls should be noticed. One of these studies was
carried out by Hart@16#, who performed an experimental study in
order to detect the patterns of the instabilities that take place in
convective flows between inclined plates. He analyzed the con-
figurations with an inclination angle ranging from 10 deg to 90
deg with regards to the vertical, with the plates heated from be-
low. Recently Manca et al.@17,18#performed experimental analy-
ses by means of visualization for natural convection in horizontal
and slightly inclined isoflux heated channels.

In this paper, the authors describe an experimental analysis for
horizontal parallel plates heated with uniform heat flux, carried
out by means of a visualization technique and air temperature
measurements by means of hot-wire probes, to evaluate the tem-
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perature fluctuations and the average thermal field. The most rel-
evant configurations have been analyzed for different plate dis-
tances and heat flux values.

Experimental Apparatus
The experimental test section was made of two principal paral-

lel isoflux heated walls and two unheated side walls. Each princi-
pal wall consisted of two 4003530-mm sandwiched phenolic fi-
berboard plates. The side walls were made of Plexiglas
rectangular rods, machined to an accuracy of60.03 mm. The
plate spacing was measured to an accuracy of60.25 mm by a
dial-gauge equipped caliper.

The cavity was 400 mm long, 2 L, and 475 mm wide~W! and
was open to the ambient along its right and left edges~Fig. 1~a!!.
In order to reduce conductive heat losses, a 150-mm Polystyrene
block was affixed to the rear face of each plate. The plate facing
the channel was 3.2 mm thick and its surface adjacent to the
internal air was coated with a 35-mm-thick nickel plated copper
layer, as shown in Fig. 1~b!. The low emissivity of nickel~0.05!
minimized radiation effects on heat transfer. The rear plate was
1.6 mm thick. Its back surface was coated with a 17.5-mm-thick
copper layer, which was the heater. The plates were heated by
passing a direct electrical current through each of the heaters,
which had a serpentine shape. Its runs were 19.6 mm wide with a
gap of nearly 0.5 mm between each one, giving each heater a total
length of 9.0 m. Its expected electrical resistance was 0.50V. The
narrow gaps between the runs, together with the relatively high
thickness~4.8 mm! of the resulting low-conductive fiberglass,
were suitable to maintain a nearly uniform heat flux at the plate
surface~@19#!. The plates were heated by passing a direct electri-
cal current through the heaters: this was accomplished by using a
Hewlett-Packard 6260B DC power supply. The electrical power
supplied by each heater was evaluated by measuring the voltage
drop across the plates and the current passing through them. The

voltage drop was measured by a HP-3465A digital multimeter,
while the current was calculated by the measured voltage drop
across a reference resistance. A variable power resistor was con-
nected in series with one of the heaters to allow the symmetric
heating of the cavity. To avoid electrical contact resistances, thick
copper bars soldered to both the electric supply wire and the ends
of each heater were bolted together. The dissipated heat flux per
board was evaluated to an accuracy of62 percent. The entire
apparatus was located within a room, sealed to eliminate extrane-
ous air currents.

Wall temperatures were measured by 36 0.50-mm o.d. un-
grounded iron–constantan thermocouples embedded in each fiber-
board plate and in contact with the outer layer. They were located
at 12 longitudinal stations at three differentz values. Fifteen ther-
mocouples were affixed to the rear surface of the plates and em-
bedded in the Polystyrene to enable the evaluation of conductive
heat losses.

The ambient air temperature was measured by a shielded ther-
mocouple placed near the leading edge of the channel. A Kaye
instrument K170 ice point was used as a reference for thermo-
couple junctions. Their voltages were recorded to 1mV by a HP
3497A acquisition unit connected to a 486-66 PC. Calibration of
the temperature measuring system showed an estimated precision
of the thermocouple-readout system of60.1°C.

The temperature of the air in the channel was measured by a
Dantec 5600 hot-wire system. The measurements were carried out
by using a 55P15 special miniature probe connected to a 56C01-
56C20 constant current bridge. The probe was calibrated in air, in
the 15–80°C temperature range. The maximum uncertainty was
60.1°C. The probe could be manually positioned anywhere in the
cavity using a micrometer traversing mechanism supported on one
side of the frame. It allowed positioning of the probe alongx and
y-axes to an accuracy of not less than 0.03 mm and along thez-
coordinate to an accuracy not less than 0.1 mm.

Fig. 1 „a… View of the test section; „b… Sketch of heated sandwiched plate

Fig. 2 Sketch of the visualization and anemometric arrangement
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The anemometric signal was acquired and recorded by the data
acquisition system and reduced by means of a PC through the
Labview™ @20# program. The set of measurements was carried
out 8–9 h after the modification of the configuration. In fact, this
time interval was long enough for the eventual wall temperature
fluctuations to attain a quasisteady state, with regard to constant
time average value.

Smoke for flow visualization was generated by burning incense
sticks in a steel tube connected to a compressor. The smoke was
injected through a glass heat exchanger to reduce the temperature
of the smoke, and then sent into a plenum. Its temperature, mea-
sured by a thermocouple, turned out to be close to that of the
ambient air entering the cavity. It was then driven to the test
section through a small slot situated under the leading edge of the
bottom plate along the plate width. A sketch of the apparatus is
reported in Fig. 2. The longitudinal view of the arrangement for
the air temperature measurements is reported in Fig. 2~a!, while in
Fig. 2~b! the sketch of the visualization setup is shown. Prelimi-
nary tests were carried out to determine the plenum location so as
not to interfere with the air flow at the inlet section. The visual-
ization was made possible by means of a laser sheet, generated by
a He–Ne laser source. The laser sheet was produced by placing a
mirror near the end of the test section at an angle of 45 deg in the
direction of the main flow, behind which a cylindrical lens was
placed to enlarge the beam as needed. Small adjustments were
allowed by means of a micrometer screw system, in order to take
photographs at different locations along thez-axis. The same ar-
rangement was used to obtain pictures in they-z plane at several
x locations. The still camera was a programmable Minolta 7000
and the film was a Kodak TMAX™ 3200.

Data Reduction and Analysis of Air Temperatures
Three heating modes are taken into account in the analysis:

Mode I, both plates heated; Mode II, upper plate heated and lower
one adiabatic; Mode III, lower plate heated and upper one adia-
batic.

The Grashof number is defined as

Gr5
gbq̄cb

4

n2k
(1)

whereq̄c is the average convective heat flux
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The thermophysical properties are evaluated at the reference tem-
perature
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whereTw,b(x) andTw,t(x) are the spanwise average values.
Local convective heat flux,qc(x), was not uniform because of

radiation and conduction heat losses. Experimental data were re-
duced by first introducing, in the equations presented above, the
local convective heat flux

qc~x!5qV~x!2qk~x!2qr~x! (5)

whereqV(x) is the local heat flux due to ohmic dissipation, as-
sumed uniform alongx, qk(x) the local conduction heat losses
from the plate, andqr(x) the local radiative heat flux from the
plate. For each run, the termsqk(x) were calculated by means of
a numerical procedure, where a three-dimensional distribution of
the temperature is assumed in the Polystyrene. Therefore,qk on
the plate wall was a function of bothx andz-coordinates, and its

values were averaged alongz. The predicted temperatures for
some configurations of the system were previously compared with
those measured by thermocouples embedded in the Polystyrene
insulation and the agreement was very good, the maximum devia-
tion being three percent.

A two-dimensional radiative cavity was made of the two plates,
considered as diffuse-gray surfaces and the two black edge sec-
tions at room temperature. In all cases the radiative heat losses
were not greater than two percent of the ohmic dissipated power.
Theqr(x) terms were calculated for each temperature distribution
of the wall, ambient temperature, and plate spacing, dividing each
plate into 16 strips along its length. Each strip was assumed at the
spanwise average temperature.

In Fig. 3 the convective as well as conductive heat flux distri-
butions, normalized with regard to the ohmic heat flux at eachx
location, are reported for two heating Modes I and III and two
wall heat fluxes~60 and 120 W/m2! for b532.2 mm. A nearly
uniform distribution of the heat losses is observed for the cases
shown in this figure. Analogous trends were observed for open-
ended cavities withb520.0 and 40.0 mm. The maximum value of
the heat losses was 28 percent of the ohmic dissipated rate for a
wall heat flux of 240 W/m2, b540.0 mm, and Mode I.

The detection test points were placed at severalx locations, in
the longitudinal section, and at fivey-coordinates. 512 data
samples were taken in order to measure the time-averaged air
temperatures and the fluctuations of the air flow temperature. The
response of the hot-wire anemometer was about 2 kHz~@21#! and,
according to the procedure suggested by Bruun@22#, the signal
was sampled every 0.50 s.

The uncertainty in the calculated quantities was determined ac-
cording to the standard single sample analysis recommended by
Kline and McClintock@23# and Moffat @24#. The uncertainty of
the Grashof number was67 percent.

Results and Discussion
The preliminary tests carried out showed that no conductive

regime was set up, in accordance with the findings of Lavine@25#.
This is well understandable from a physical point of view: When
the system is either heated with a prescribed wall heat flux on one
plate and the other one insulated or both plates heated with heat
flux, no quasi-steady state regime would be attained without any
flow incoming into the cavity from the ambient. In fact, a flow
penetration inside the cavity was detected for any considered
Grashof number. In addition, the flow entered the cavity to a
greater extent, the greater the Grashof number was, for fixed plate

Fig. 3 Relative heat fluxes distributions along the length of
the plate: „——… convective and „ÀÀÀ… conductive
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spacingb. A sketch of the main flow patterns in the longitudinal
section atz50 is shown in Fig. 4. The main flow is subdivided
into four zones identified as follows:

1 the lower zone, the boundary layer where the fluid flows
adjacent to the lower plate from the leading edge to the
middle plane of the open ended cavity;

2 the reversion zonewhere the main flow reverses its motion;
3 the upper zone, the boundary layer where the fluid flows

adjacent to the upper plate from the reversion zone to the
trailing edge; and

4 thecore zoneseparates the lower and the upper zones.

In the following the above described flow will be referred to as
C loop. This schematic view takes into account the numerical
results presented by Vafai and Ettefagh@14#, when the lowest
values of the longitudinal aspect ratio were considered, as already
observed experimentally by Manca et al.@17,18#. In these two
experimental papers a different behavior for the two investigated
gaps ~b520.0 mm and b540.0 mm! was observed. Atb
520.0 mm, the stabilizing effect of the heated upper plate af-
fected the main flow in such a way as to sweep away the fluid,
only then could any secondary motion start. In this case the core
zone nearly vanished and two boundary layers, the upper and
lower ones, came into contact with each other. This implied that
the temperature profile was nearly uniform alongy ~in the direc-
tion orthogonal to the main flow!. Thus, the thermal gradient
alongy was weak and did not determine secondary motions along
the same direction. On the contrary, for the widest analyzed gap
(b540.0 mm), the heat flux dissipated by the upper plate could
not prevent the onset of secondary flows since the plates were too
far away.

The experimental tests that were run in the present investigation
showed that Mode II always presented a steady, laminar regime,
up to the investigated values of Grashof equal to 6.03105 and
L/b55.0 ~b540.0 mm andqV5120 W/m2!. Instead, Mode I pre-
sented a flow regime steady up to Gr54.03104 andL/b510 ~b
520.0 mm andqV560 W/m2!. Mode III, which was the most
interesting and investigated herein, showed a steady regime, in-
side the C loop, up to Gr51.93104 and L/b510 ~b520.0 mm
andqV560 W/m2!.

Flow Visualization. Results were obtained for a cavity gap
equal to 32.2 mm. This value corresponded to an aspect ratio of
L/b56.2. The ohmic heat flux was set equal to 60, 120, and 240
W/m2. The aforementioned parameters yield Grashof numbers in
the following range: 1.243105– 4.653105.

Longitudinal sections, with an ohmic wall heat flux of 60
W/m2, for the three heating modes are shown in Fig. 5. It is worth
noting that all three modes present a main flow with the peculiar
shape indicated in Fig. 4. For these configurations, the reversion
zone of the C loop takes place at aboutx5200 mm. For heating
Mode II, Fig. 5~b!, (Gr51.223105), the flow is laminar, as al-
ready observed forb520.0 and 40.0 mm in Manca et al.@17,18#.
For heating Mode III, Fig. 5~c! (Gr51.243105), a vortex is

Fig. 4 Subdivision of the main flow in the longitudinal section

Fig. 5 Longitudinal section at zÄ0.0 mm for bÄ32.2 mm, q V

Ä60 WÕm2; „a… Mode I „GrÄ2.42Ã105
…; „b… Mode II „GrÄ1.22

Ã105
…; „c… Mode III „GrÄ1.24Ã105

…

Fig. 6 Cross-stream sections for bÄ32.2 mm, q VÄ60 WÕm2,
and GrÄ 1.24Ã105, Mode III at „a… xÄ20 mm; „b… xÄ60 mm; „c…
xÄ100 mm; „d… xÄ150 mm
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present in the core region of the longitudinal section betweenx
5140 mm andx5200 mm, and at aboutx5100 mm the flow
transition starts. Figure 5~a! ~Mode I and Gr52.423105! exhibits
an almost regular flow pattern up to aboutx5120 mm. Moreover,
the flow adjacent to the upper plate presents more regular patterns
than the previous configuration. Therefore, for this plate spacing
b, the stabilizing effects of the upper heated plate becomes sig-
nificant. Mode III is the most interesting configuration with regard
to the secondary motion. For this reason in the following only the
results for Mode III are presented.

The cross-stream sections for Mode III are reported in Fig. 6
with the same geometric and heating parameters in Fig. 5. Atx
520 mm~Fig. 6~a!!, the flow is nearly laminar in the lower zone,
while in the upper zone there are small perturbations of the flow
leaving the open-ended cavity. Atx560 mm~Fig. 6~b!!a chaotic
motion is observed in the upper zone, whereas in the lower zone
the flow is still laminar. The disturbances are clearer in the inner
part of the cavity and tend to modify the flow pattern due to the
secondary motion. This is seen in Fig. 6~c!, x5100 mm, where
the flow in the lower zone is less regular and presents starting
thermals. At a largerx, x5150 mm~Fig. 6~d!!, the cross-stream
section is located in the reversion zone and the flow lifts up.

For the same heating Mode III,b532.2 mm and qV

5120 W/m2 (Gr52.353105) the longitudinal and cross-stream
sections are presented in Fig. 7. Figure 7~a! ~longitudinal section!
shows patterns similar to that forqV560 W/m2, whereas in the
cross-stream sections the flow appears to be more unstable. In
fact, atx520 mm ~Fig. 7~b!! the flow is disordered in the upper
zone, due to the motion in the inner of the cavity. Moreover, this
figure shows slight differences of smoke layer thickness on the
heated bottom plate; this denotes that thermals are starting up. At
x560 mm ~Fig. 7~c!! this occurrence is evident and atx
580 mm ~not shown in figure!the mushroom structures already
exist. These patterns are still present atx5100 mm, as Fig. 7~d!
points out. Here, the mushroom patterns start turning into longi-
tudinal vortices. These secondary motions produce an interaction
between the two opposite flows. In particular, the lower unstable
flow provokes secondary motions rising toward the upper plate.
The flow adjacent to the top plate~upper zone!drags this flow
toward the open-ended cavity exit. This causes a disordered mo-
tion. At x5160 mm~Fig. 7~e!!the main flow goes toward the top
plate. The patterns become disordered in the whole cross-stream
section.

For greater heat flux,qV5240 W/m2, Gr54.653105, and b
532.2 mm~Fig. 8!, at x520 mm a higher thickness of the flow is
observed in the upper zone, Fig. 8~a!, and a disordered pattern is
clearer, owing to the secondary motions produced by the instabil-
ity started at lower values of the axial coordinate. In fact, the
convective structures are similar to those presented in Fig. 7, but
they are clearer and start at lowerx coordinates~Figs. 8~b!,x
560 mm, and 8~c!,x5100 mm!.

Air Flow Temperature Measurements. Air temperature as
function of time, in thez50.0 mm plane is presented in Figs. 9,
10, and 11. In Fig. 9 the temperature traces aty58 mm (y/b
50.25) for b532.2 mm andqV560 W/m2 (Gr51.243105) and
b532.2 mm andqV5120 W/m2 (Gr52.353105) are shown. The
temperature measurements show a laminar flow regime atx
560 mm for the lower Grashof number~Fig. 9~a!!, as already
observed in Fig. 6~b!. Farther downstream, atx5150 mm and for
the same Grashof number, quasi-periodical oscillation was ob-
served. By doubling the Grashof number (Gr52.353105), Fig.
9~b!, temperature peaks are detected atx560 mm, which were

Fig. 7 bÄ32.2 mm, q VÄ120 WÕm2, and GrÄ 2.35Ã105, Mode
III: „a… longitudinal section zÄ0.0 mm; cross-stream section at
„b… xÄ20 mm; „c… xÄ60 mm; „d… xÄ100 mm; „e… xÄ160 mm

Fig. 8 Cross-stream section for bÄ32.2 mm, q VÄ240 WÕm2,
and GrÄ 4.65Ã105, Mode III: „a… xÄ20 mm; „b… xÄ60 mm; „c…
xÄ100 mm
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due to the thermals lifting from the lower plate, as shown by
photographs in Fig. 7~c!. At x5150 mm the fluctuations assume
chaotic patterns with quite high amplitude and frequency.

Figure 10 presents time temperature traces at some locations,
already shown in the previous flow visualization results forb
532.2 mm, qV5120 W m22, and Gr52.353105. In detail, the
time traces atx560 mm~Fig. 10~a!!andx5100 mm~Fig. 10~b!!
and threey locations~y51, 8, and 24 mm!are presented. The
temperature plots in the zone close to the lower plate~y51 and 8
mm!, at x560 mm, indicate the existence of thermals, whereas in
the upper zone (y524 mm) the trace shows evidence of a chaotic
motion, which was already detected from the corresponding pic-
ture. The time temperature traces atx5100 mm ~Fig. 10~b!! al-
ways show greater frequency oscillations, related to more intense
secondary motions, as seen in Fig. 7~d!. In addition, the time trace

at the upper position (y524 mm) indicates a chaotic motion. The
traces which identify chaotic motions close to the upper plate are
characterized by fluctuations with low amplitude and high
frequency.

A comparison with the time temperature traces forb
540.0 mm, qV5120 W m22, and Gr55.563105 can be carried
out by looking at Fig. 11. In fact, sudden peaks, associated with
the rise of thermals or nonstationary plumes, are shown atx
560 mm~Fig. 11~a!!and at a distance from the lower plate equal
to y510 mm, whereas aty51 mm (y/b50.025) the fluctuations
are damped, as in the case of Fig. 10. At the othery locations, not
shown in Fig. 11, the temperature patterns were typical of a cha-
otic motion. Atx5100 mm, Fig. 12~b!, no temperature peaks ap-
pear wheny510 mm and the fluctuation frequencies are higher
than those atx560 mm for anyy value.

Fig. 9 Time records of the air temperature at selected x -coordinate and yÄ8 mm for b
Ä32.2 mm and „a… q VÄ60 WÕm2

„GrÄ1.24Ã105
…; „b… q VÄ120 WÕm2

„GrÄ2.35Ã105
…

Fig. 10 Time records of the air temperature at selected y -coordinate for bÄ32.2 mm and q V

Ä120 WÕm2
„GrÄ2.35Ã105

… at „a… xÄ60 mm; „b… xÄ100 mm

Fig. 11 Time records of the air temperature at selected y -coordinate for bÄ40.0 mm and q V

Ä120 WÕm2
„GrÄ5.56Ã105

… at „a… xÄ50 mm; „b… xÄ100 mm
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Average air temperature profiles as a function of the
y-coordinate, in thez50 mm plane, at different values ofx and
y-coordinates, heat flux, and channel spacing are presented in Fig.
12. The temperature profile atx560 mm, b532.2 mm, andqV

560 W m22 (Gr51.243105), Fig. 12~a!, shows that the central
region of the temperature profile is cooler than that adjacent to the
plates. The lower zone spreads up to about 0.25b, where the
thermal gradient alongy is very steep. This is in accordance with
the picture at this section reported in Fig. 6~b!. At x5100 mm the
temperature profile is nearly uniform in the upper zone, and this is
mainly due to the chaotic mixing in that zone, as previously ob-
served in Fig. 6~c!. At higherx values the temperature in the same
region is more uniform, also due to the interaction of the outflow
fluid with the cooler flow rising up from the lower region. Figure
12~b!,b532.2 mm andqV5120 W m22 (Gr52.353105), shows
a greater difference between the main flow in the C loop and the
flow in the core of the open-ended cavity when the heat flux is
greater. In fact, on the upper side of the C loop the air is com-
pletely mixed because of the chaotic motion determined by the
secondary flows and the reversion of the flow, as observed in Figs.
7~b!–7~e!. For b540.0 mm, qV5120 W m22 (Gr55.563105),
Fig. 12~c!shows that the temperatures in the midpart of the cavity
(10 mm,y,30 mm), atx55 mm andx550 mm, are lower than
those in the previous case because of the greater distance between
the plates. In the bottom part of the cavity the temperature distri-
bution is still similar to that of the previous investigated cases.
Note that the temperature profile atx5200 mm is uniform in the
y510– 39 mm range. This is due to the mixing of the fluid deter-
mined by the rising flow. The average temperature profiles forb
540.0 mm andqV5240 W m22 (Gr51.063106), presented in
Fig. 12~d!, are very similar to those atqV5120 W m22, even if
the temperature values are greater as expected. Temperatures in
the upper region (y.30 mm) are nearly uniform forx
5100 mm. At x550 mm the lower they coordinate in the 20
,y,40 mm range, the lower the temperature, probably because
of the motion alongx which mixes the hot thermals rising from
the lower regions and the cooler air coming from the ambient.

Conclusions
Air natural convection between two parallel horizontal heated

plates was experimentally investigated. The test section was open
to the ambient air at two cross sections. The C loop main flow
induced in the test section was very similar to flows peculiar to
open-ended cavities. The results obtained by the visualization
confirm the numerical results obtained by Vafai and Ettefagh@14#
from a qualitative point of view, when the lowest values of the
longitudinal aspect ratio are taken into account.

The flow visualization showed that the main C loop flow ex-
tended as far as half the length of the plate. Secondary flows were
absent when only the upper plate was heated, whereas for the
other heating modes thermals started in the inflow side of the C
loop over the lower heated plate, and then they changed into lon-
gitudinal vortices. These vortices then broke out in the reversion
region of the flow, and a chaotic motion originated in the outflow
branch of the C loop, adjacent to the upper plate. The chaotic flow
extended as far as to the exit section of the open-ended cavity.
Some locations showed temperature peaks, during the time obser-
vation, due to plumes or thermals. On the other hands the time
temperature traces presented high frequency fluctuations with
variable amplitude where the motion was chaotic. Average tem-
perature values suggest similar observations. Namely, in Mode III
the uniformity of the average temperature was noticed in the C
loop both in the flow reversion region and near the upper plate.
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Nomenclature

b 5 plate spacing, m
g 5 acceleration of gravity, ms22

Gr 5 Grashof number, Eq.~1!, dimensionless
k 5 thermal conductivity, W m21 K21

L 5 half length of the plate, m
q 5 heat flux, W m22

T 5 temperature, K
x 5 coordinate along the channel length, m
y 5 coordinate along the channel spacing, m
z 5 coordinate along the channel width, m

W 5 width of the plate, m

Greek symbols

b 5 volumetric coefficient of expansion, K21

n 5 kinematic viscosity, m2 s21

Subscripts

b 5 bottom
c 5 convective
k 5 conductive
o 5 ambient air
r 5 radiative, reference
t 5 top

w 5 wall
V 5 ohmic dissipation

A bar over a symbol indicates mean values along the plate.
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Stabilization of Buoyancy-Driven
Unstable Vortex Flow in Mixed
Convection of Air in a Rectangular
Duct by Tapering Its Top Plate
Stabilization of the buoyancy-driven unstable mixed convective vortex air flow in a bottom
heated rectangular duct by tapering its top plate is investigated experimentally. Specifi-
cally, the duct is tapered so that its aspect ratio at the duct inlet is 4 and gradually raised
to 12 at the exit of the duct. In the study the secondary flow in the duct is visualized and
the steady and transient thermal characteristics of the flow are examined by measuring
the spanwise distributions of the time-average temperature. The effects of the Reynolds
and Grashof numbers on the vortex flow structure are studied in detail. Moreover, the
spanwise-averaged Nusselt numbers for the horizontal rectangular and tapering ducts are
also measured and compared. Furthermore, the time records of the air temperature are
obtained to further detect the temporal stability of the flow. Over the ranges of the Re and
Gr investigated for 5<Re<102 and 1.03104<Gr<1.73105, the vortex flow induced in
the rectangular duct exhibits temporal transition from a steady laminar to time periodic
and then to chaotic state at increasing buoyancy-to-inertia ratio. Substantial change in
the spatial structure of the vortex flow is also noted to accompany this temporal transi-
tion. The results for the tapering duct indicate that more vortex rolls can be induced due
to the increase in the aspect ratio of the duct with the axial distance. But the vortex rolls
are weaker and are completely stabilized by the tapering of the top plate.
@S0022-1481~00!70301-X#

Keywords: Heat Transfer, Mixed Convection, Vortex

1 Introduction
At high buoyancy-to-inertia ratio frequently encountered in

various heat transfer equipment, the buoyancy-driven secondary
vortex flow in a forced laminar flow through a bottom heated
rectangular duct is rather unstable. Heat transfer augmentation
associated with the buoyancy-driven vortex flow is desirable and
welcome in many technological applications in which the efficient
energy transport is of major concern. However, in the chemical
vapor deposition~CVD! processes used to grow thin crystal films
on semiconductor substrates, the presence of the vortex flow at a
high buoyancy and a low inertia for the Reynolds number ranging
from 1 to 100 will result in a nonuniform chemical vapor deposi-
tion, producing a thin crystal film of nonuniform thickness. More-
over, the unsteady vortex flow will provoke a time-dependent
deposition rate. These unsteady vortex flows are not welcome and
should be avoided in the CVD processes. A simple mean often
used to suppress and stabilize the vortex flow is to accelerate the
main flow so that the buoyancy-to-inertia ratio decreases in the
flow direction. This experimental study intends to explore the
change in the vortex flow structure of air caused by the flow
acceleration when the top plate of a bottom-heated horizontal rect-
angular duct is slightly tapered.

In a horizontal parallel plane channel with the bottom plate at a
higher uniform temperature than the top one byDT, the critical
Rayleigh number for the onset of the vortex flow was found to be
around 1708, as predicted from experimental measurements and
linear stability theory~@1,2#!. Ostrach and Kamotani@3# and Ka-
motani and Ostrach@4# experimentally noted that the longitudinal
vortex rolls appear when the temperature difference becomes

larger than a critical value corresponding to Ra51708. Above the
critical point, the heat transfer rate is increased by the thermal
instability and the temperature field is strongly influenced by the
motion of the vortex rolls. When Ra.8000, the vortex rolls be-
come irregular. Hwang and Liu@5# visualized the onset of second-
ary flow and showed that the wave number of vortex rolls remains
constant along the flow direction. Experiments conducted by In-
cropera et al.@6# and Maughan and Incropera@7# disclosed four
flow regimes along the bottom plate-laminar forced convection,
laminar mixed convection, transitional mixed convection, and tur-
bulent free convection. The transition to turbulent flow was attrib-
uted to the breakdown of the vortices due to the hydrodynamic
instability. Besides, a correlation for the onset points was pro-
posed. Criteria for the onset of vortex instability and the start of
the transition from two-dimensional laminar flow to three-
dimensional vortex flow in mixed convection air flow over an
isothermally heated horizontal flat plate were established by Mo-
harreri et al.@8#. The vortex flow regime started with a stable
laminar flow region where vortices develop and grow gradually
and ended with an unstable flow region where the vortices mix
together and collapse to form a two-dimensional turbulent flow
regime.

In the mixed convection of the nitrogen gas between two hori-
zontal, differentially heated parallel plates, Chiu and Rosenberger
@9,10#showed that the critical Ra for the appearance of the trans-
verse convection rolls increased with Re. They also found that at
a high Ra, the longitudinal rolls were unsteady and snaking. Be-
sides, they showed the regime of Ra and Re leading to a steady or
unsteady flow. Nyce et al.@11# showed the variations of velocity
field in both the axial and transverse directions which were con-
sistent with the presence of both longitudinal roll and transverse
wave instabilities. The transverse rolls were noted at a very low
Reynolds number by Ouazzani et al.@12,13#. They also refined
the regime map to include the transverse rolls. The recent flow
visualization from Yu et al.@14# showed that at a fixed Ra but in
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reducing Re the vortex flow transforms from the structure pre-
vailed by the longitudinal rolls to transverse waves in sequence of
stable longitudinal rolls, unstable longitudinal rolls, mixture of the
longitudinal rolls and transverse waves, and transverse waves.
Photographic results from Cheng and Shi@15# revealed the con-
vective instability and chaotic phenomena caused by the buoyancy
forces. Koizumi and Hosokawa@16# presented the sidewall tem-
perature profile in a horizontal rectangular duct heated from below
which simulated a horizontal thermal CVD reactor. They found
that although the flow was unsteady but the time-averaged local
mass transfer rate on the bottom wall can be almost uniform.

Recently, in a series of studies~@17–20#! we unraveled the
complex flow characteristics in an air flow through a bottom-
heated horizontal rectangular duct of aspect ratioAR52 & 4. The
formation, merging, and splitting of the longitudinal vortex rolls
were numerically and experimentally predicted for the laminar
steady, laminar time periodic, transitional quasi-periodic, and ir-
regular chaotic flow at increasing buoyancy-to-inertia ratio.

The above literature review clearly reveals that there has been a
substantial amount of research carried out in the past on various
aspects of the vortex flow and heat transfer in mixed convection
of gas in a horizontal rectangular duct. However, very little is
known on the processes of how the vortex flow is suppressed by
the flow acceleration resulting from reducing the cross-sectional
area of the duct. An experimental investigation combining flow
visualization and temperature measurements will be conducted in
the present study to unravel the effects of tapering the top plate of
rectangular duct on the detailed changes in the vortex flow struc-
ture in a mixed convective air flow through a bottom heated trap-
ezoid duct. Attention will be focused on the flow stabilization and
weakening of the vortex flow by the acceleration of the primary
flow for various Reynolds and Grashof numbers.

2 Experimental Apparatus and Procedures

2.1 Experimental Apparatus. Figure 1 shows a schematic
arrangement of the mixed convective experimental apparatus es-
tablished for the present study. The apparatus consists of three
parts: wind tunnel, test section, and measuring probes along with
a data acquisition unit. Two different test sections have been de-
signed, one for the rectangular duct without tapering the top plate
and another for the trapezoid duct with the top plate tapered
downwards from the duct inlet to exit. The test section for the
rectangular duct is constructed of 9-mm-thick plexiglass top and
side walls to facilitate flow visualization. The rectangular cross
section is 30 mm in height and 120 mm in width and the duct has
a total length of 800 mm, providing an aspect ratio ofAR54 for
the duct. The tapering duct is also 800 mm long and is made of

10-mm-thick plexiglass top and 9-mm-thick plexiglass side walls.
The top plate is inclined downwards so that the aspect ratio of the
duct cross section increases from 4 at the inlet to 12 at the exit
with the duct height reduced from 30 mm at the inlet to 10 mm at
the exit. The inclined angle of the top plate is rather small at 1.432
deg when measured from the horizontal. The details of the mixed
convective loop were already described in Lin and Lin@19#. Be-
sides, the experimental procedures and method to analyze the tem-
perature fluctuation were also given in that study.

2.2 Data Reduction for Heat Transfer Coefficient. The
spanwise-averaged Nusselt number defined as

Nud5
hdin

k
5

qconv9 din

~ T̄w2Tin!k
(1)

is obtained from measuring the spanwise-averaged bottom wall
temperatureT̄w and local convective heat fluxqconv9 . Note that the
heat transfer coefficienth is based on the temperature difference
(T̄w2Tin) instead of (T̄w2Tb) since the heated section is not long
(L/din526.7) and the convective heat transfer in it mainly takes
place in the entrance region. The surface energy balance relating
the total energy dissipated in the heater plate due to the electric
resistance heating per unit surface areaqtot9 to the heat fluxes as-
sociated with the convection from the surface to the flowqconv9 ,
net radiation heat loss from the surfaceqrad9 and conduction loss
through the insulationqinsul9 is

qtot9 5qconv9 1qrad9 1qinsul9 . (2)

The convective heat flux is therefore determined by measuring the
total dissipated heat flux and applying appropriate correlations for
the nonconvective components. An implication of the expression
in Eq. ~2! is that although uniform heat generationqtot9 is achieved
in the heated plate, variations in the radiation and conduction
losses with the location induce nonuniformities in the convective
heat flux. The axial variations inqconv9 were estimated to be less
than 20 percent of the averageqconv9 . The radiation and conduc-
tion losses were estimated to range from 32 percent to 36 percent
and 13 percent to 17 percent, respectively.

Uncertainties in the Nusselt, Reynolds, and Grashof numbers
were estimated according to the standard procedures proposed by
Kline and McClintock@21#. This analysis indicated that through
the combination of many measurements together with the uncer-
tainties in the conductive and radiative losses, the uncertainties in
Re, Gr, and Nud are 2 percent, 11 percent, and 4 percent, respec-
tively.

3 Discussion of Experimental Results
In what follows, only a small sample of the results obtained are

presented to illustrate the effects of the top plate tapering on the
flow stabilization by examining the resulting vortex flow struc-
tures and time history of the air temperature. In addition, the span-
wise average Nusselt number affected by the plate tapering is also
inspected. More detailed results are available from the thesis of
Tseng@22#.

3.1 Spanwise Average Heat Transfer Coefficient. The
axial distributions of the steady spanwise average Nusselt number
was obtained first for the limiting cases of forced convection with
the Grashof number Gr (5gbqconv9 din

4 /kn2) below 2000 for the
rectangular and tapering ducts. The data for the rectangular duct
were very close to that calculated for the forced convection in that
duct from the previous numerical computation~@18#!. This was
verified in our previous studies~@19,20#!. In the exit region the
Nusselt number for the tapering duct is slightly above that for the
rectangular duct due to the acceleration of the main flow.

Effects of the Grashof number on the time-averaged axial varia-
tions of the spanwise average Nusselt number in the two differentFig. 1 Schematic diagram of the experimental apparatus
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ducts are shown in Fig. 2 for Re5102. The results in Fig. 2~a! for
the horizontal top plate indicate that at a given Gr near the duct
entry the Nusselt number decreases monotonically in the flow
direction. At a certain axial location Nud reaches a minimum and
rises gradually. This location corresponds to the onset of the
buoyancy-induced vortex flow. More specifically, the onset point
is defined as the axial station where the spanwise average Nusselt
number enhanced by the vortex flow exceeds that for the forced
convection by three percent. At a higher Grashof number this
onset location appears at a shorter distance from the duct inlet.
The monotonic decay in the Nusselt number in the upstream is
associated with the dominated laminar forced convection there.
Beyond the onset point plumes of warm fluid rise from the heated
surface resulting in a developing secondary flow and the plate
temperature is reduced by the cool air descending from the duct
core. Thus, the flow circulation provides an effective mechanism
for heat transfer enhancement. As the secondary flow strengthens,
the Nusselt number rises well above the forced convection limit.
Further downstream the core flow has been warmed up and Nud
reverses its trend to decrease in the flow direction. Thus, we have
oscillatory Nud distributions in the axial direction for a high Gr.
The results for the tapering duct~Fig. 2~b!!resemble those for the
rectangular duct~Fig. 2~a!! except that in the tapering duct the
onset of the vortex flow moves a little downstream as compared
with that for the horizontal duct for the same Re and Gr. Note that
the duct height at the duct inlet is used in defining Gr for the
tapering duct. It is further noted that the axial rise in Nud due to
the vortex flow are slightly smaller for the tapering duct, implying
the induced secondary flow being weaker. Also note that Nud is

lower for the tapering duct in the downstream region of the duct.
These results indicate that the Nusselt number increases with the
Grashof number except in the region near the exit of the tapering
duct. Near the exit region, the flow accelerates so rapidly that the
transport process is dominated by forced convection. Therefore,
the Grashof number only exhibits a mild effect on the heat trans-
fer near the duct exit.

The data in Fig. 3 for illustrating the effects of the Reynolds
number on the Nud distributions for both ducts indicate that the
onset of secondary flow moves downstream at increasing Rey-
nolds number for Gr fixed at 7.43104. This trend is in compli-
ance with the fact that the velocity boundary layer gets thinner at
a higher Re and thereby increases its resistance to thermal insta-
bility, and hence impedes secondary flow development. Oscilla-
tory Nud variations with the axial distance are also noted for these
curves. More intense oscillations result for a higher buoyancy-to-
inertia ratio. Moreover, at the same Re and Gr the onset point
moves downstream in the tapering duct as compared with that for
the corresponding case in the rectangular duct. Besides, Nud is
also lower in the tapering duct.

It is of interest to note that the onset points for various cases
covered here for both ducts can be correlated as

Grz53637 Rez
1.66 (3)

where Grz and Rez are the local Grashof and Reynolds numbers,
Grz5gbqconv9 z4/kn2 and Rez5w̄z/n. Herew̄ is the local mean ve-
locity of the air in the ducts, which increases linearly with the
axial distance for the tapering duct. But for the rectangular ductw̄
is constant.

Fig. 2 Effects of Grashof number on the spanwise-averaged
Nusselt number distribution for Re Ä102 for „a… rectangular
duct and „b… tapering duct

Fig. 3 Effects of Reynolds number on the spanwise-averaged
Nusselt number distribution for Gr Ä7.4Ã104 for „a… rectangular
duct and „b… tapering duct
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3.2 Vortex Flow Structure and Spanwise Temperature
Distributions. Flow visualization was conducted to detect the
resulting buoyancy-induced vortex flow patterns at steady or sta-
tistical state for both rectangular and tapering ducts for various
Reynolds and Grashof numbers. They were carried out by using a
1.5–3-mm plane light beam shone through the flow field contain-
ing small incense smoke particles as light scattering centers.

Side views of the instantaneous flow photos taken at the central
vertical plane atx56 cm for various Reynolds and Grashof num-
bers clearly showed the uplift of the streamlines from the bottom
plate at certain axial locations, suggesting the onset of the vortex
flow there. The onset points were also found to advance upstream
for a higher Grashof number or a lower Reynolds number. The
photos are not shown here due to the limited availability of the
space for the article. Tapering the top plate was noted to cause
significant delay in the onset of vortex flow at low buoyancy-to-
inertia ratio (Gr/Re2). The delay gradually diminished at increas-
ing Gr/Re2. At a high Gr/Re2 no noticeable delay in the onset of
vortex flow was detected. Inspecting these side view flow photos
for the low Reynolds and high Grashof numbers revealed the pres-
ence of irregular recirculating cells and the associated secondary
flow was somewhat unstable. This recirculating flow became
highly irregular when reaching the downstream portion of the
duct. It was also noted that at this high buoyancy-to-inertia ratio

the induced vortex flow was so strong that the forced flow enter-
ing the duct was seriously blocked and hence was reversed near
the duct inlet resulting in a returning flow there~@23#!. More spe-
cifically, the returning flow was formed by a part of warm air
ascending from the bottom plate slightly upstream of the onset
point and penetrating towards the top plate. When the warm air
reached the top plate, it split into two streams. One moved up-
stream and another downstream along the top plate over a certain
distance. Meanwhile the upstream moving stream was slowed
down by the main forced flow. Finally, it merges with the main
flow around the inlet of the heated section. Thus an elongated
recirculating cell is formed in the duct entry. It is also noted that
after the onset point of thermal instability, most of the test section
is dominated by the natural convection for Gr/Re2>40.

To illustrate the effects of the top plate inclination on the de-
tailed vortex flow structures, the instantaneous flow photos from
the top and end views were also examined. It was noted from the
results for the rectangular duct that at a low buoyancy-to-inertia
ratio for Re5102 and Gr52.53104 a symmetric pair of longitu-
dinal rolls were induced near the side walls beginning atz
'15 cm. Slightly downstream atz'31 cm another symmetric
pair of longitudinal rolls were generated. This four-roll structure
prevailed beyond that. Raising Gr to 7.43104 caused an earlier

Fig. 4 „a… Instantaneous flow photos and „b… time-averaged spanwise tempera-
ture distributions at yÄ1.5 cm at selected cross sections in rectangular duct for
ReÄ102 and GrÄ 2.5Ã104
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onset of the rolls. The vortex flow in the downstream still con-
sisted of four-roll structure. Lowering the Reynolds number from
102 to 88 for Gr fixed at 7.43104 resulted in the generation of a
new pair of longitudinal rolls so that there were six longitudinal
rolls in the duct. But at this higher Gr/Re2 the vortex flow is
slightly asymmetric with respect to the central vertical plane at
x56 cm. At an even higher Gr/Re2 the longitudinal rolls were
somewhat irregular and were obviously asymmetric. Additional
flow photos for the very low Reynolds numbers of Re515 and 9
indicated that the vortex flow still consisted of symmetric longi-
tudinal rolls when Gr was not too high. Next, snapshots of the
flow viewing from the top for the tapering duct at the same Re and
Gr were inspected. Note that for the low buoyancy-to-inertial ratio
case with Re5102 and Gr52.53104, a symmetric pair of longi-
tudinal rolls induced in the entry half of the tapering duct were
rather weak. At the higher Gr of 7.43104 a pair of stronger lon-
gitudinal rolls were induced near the side walls beginning atz
'8 cm. At z'22 cm, two plumes of warm air rose near the cen-
tral vertical plane (x56 cm) and formed two new pairs of longi-
tudinal rolls. Thus, beyond that we had three pairs of longitudinal
rolls in the tapering duct. Lowering the Reynolds number from
102 to 88 for Gr fixed at 7.43104 again caused an earlier appear-
ance of the three pairs of longitudinal rolls. At the even lower

Reynolds number of Re551, three symmetric pairs of vortex rolls
started to appear atz'15 cm. The results for the low Reynolds
number of Re515 and 9 with Gr fixed at 1.03104 for the tapering
duct indicated that for Re515 only one symmetric roll pair was
induced near the side walls and no noticeable roll was induced in
the center region of the heated section. The rolls near the side
walls were suppressed by the accelerating air flow and were
weaker than those in the rectangular duct at the same Re and Gr.
At a lower Reynolds number of Re59 two pairs of longitudinal
rolls began to appear atz'16 cm, one adjacent to the center
vertical plane atx56 cm and another near the side walls. Note
that for z>30 cm the two vortex pairs were significantly sup-
pressed by the accelerating main forced flow and their strength got
weaker with the downstream distance.

The above observation of the vortex structure changes with the
Grashof and Reynolds numbers and with the duct tapering can be
further illustrated by the end-view photos for the cross-plane sec-
ondary flow at selected cross sections. The corresponding span-
wise distributions of the time-averaged air temperature at the mid-
height of the duct are also given to quantitatively show the
intensity of the vortex rolls. Figure 4 distinctly manifests the evo-
lution of the vortex pattern in the rectangular duct from the uni-

Fig. 5 „a… Instantaneous flow photos and „b… time-averaged spanwise tempera-
ture distributions at yÄ1.5 cm at selected cross sections in tapering duct for
ReÄ102 and GrÄ 2.5Ã104
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directional flow in the duct entry to the two-roll structure slightly
downstream and then to the four-roll structure in the exit half of
the duct for Re5102 and Gr52.53104. It is also noted from the
flow photos and time-averaged temperature distributions that in
the upstream (z,0.4 m! the rolls near the duct sides are stronger
than those in the duct core. In the downstream the reverse is the
case. The corresponding results for the tapering duct at the same
Re and Gr are shown in Fig. 5. Note that in the tapering duct one
pair of longitudinal rolls clearly exist near the side walls in nearly
the entire test section. In the downstream the second pair of lon-
gitudinal rolls are rather weak and can be barely seen in the pho-
tos for z50.5 and 0.7 m. It is also noted from the time-averaged
temperature distributions~Figs. 4~b!and 5~b!!that the strength of
the vortex rolls for the tapering duct is much weaker than that in
the rectangular duct at the same Re and Gr. Further comparison of
the results for the higher buoyancies~Gr54.23104 & 7.43104!
was also made. We noted that the photos for the rectangular duct
~Fig. 6~a!! showed a similar vortex flow evolution to that at a
lower buoyancy for Gr52.53104 except the appearance of an
additional pair of small vortex rolls near the duct sides in the exit
end of the duct. This newly formed vortex pair circulates down-
wards near the side walls. It should be pointed out that this new
vortex pair is small and mainly appears in the duct corners, and
hence is not detected by the top view flow photos discussed above
in which the secondary flow at the horizontal plane at the mid-
height of the ducty51.5 cm was pictured. Moreover, at these
higher buoyancies the rolls in the core region grow significantly as
the flow moves downstream. While in the tapering duct an in-
crease of the Grashof number to 4.23104 resulted in three pairs of
weak longitudinal rolls in the secondary half of the duct. The
vortex rolls were obviously weaker than those in the horizontal

duct. For a higher Grashof number of Gr57.43104 ~Fig. 6~b!!the
vortex flow in the tapering duct consists of two weak longitudinal
roll pairs in the entry region of the duct core (z,28 cm), three
vortex roll pairs in the middle portion of the duct (28 cm<z
<55 cm!, and four pairs in the exit end. Note that due to the flow
acceleration in the axial direction associated with the top plate
tapering the vortex intensity of the longitudinal rolls does not
always increase with the axial distance. For example, the rolls at
the cross sectionz50.7 m are much weaker than those at the cross
sectionz50.6 m. These vortex rolls are also weaker than those in
the horizontal duct at the same Re and Gr~Fig. 6~a!!.

The Reynolds number can have a dramatic impact on the vortex
flow development, as discussed above. This is further manifested
by inspecting the end-view photos for Gr51.03104 and Re515
and 9. Note that at these lower Reynolds numbers the vortex rolls
in the rectangular duct get stronger with the axial distance but do
not merge together~Fig. 7~a!!. Moreover, the degree of the vortex
flow asymmetry is largest in the duct entry where the vortex flow
is relatively weak. Downstream the four vortex rolls are in fact
spanwisely symmetric. Note that in the tapering duct only one
vortex pair forms at Re515~Fig. 7~b!! and the vortex flow is
much weaker. At Re59 there were four rolls induced shortly after
the flow entered the duct. But the rolls in the duct core were
substantially suppressed by the top plate tapering to nearly disap-
pear in the duct exit. The rolls near the duct sides were also
weaker and are in triangular shape. Again the vortex intensity of
the flow in the tapering duct is much weaker. For a further reduc-
tion of the Reynolds number to 5 the vortex flow quickly evolved
to one pair of strong, symmetric longitudinal rolls in the rectan-
gular duct. In the tapering duct the four-pair structure prevailed in
the entry half of the duct. Downstream the rolls in the duct core

Fig. 6 Instantaneous and view flow photos at selected cross
sections for Re Ä102 and GrÄ 7.4Ã104 for „a… rectangular duct
and „b… tapering duct

Fig. 7 Instantaneous end view flow photos at selected cross
sections for Re Ä15 and GrÄ 1.0Ã104 for „a… rectangular duct
and „b… tapering duct
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were significantly suppressed. These downstream rolls were
slightly asymmetric. The vortex flow was weakened again by the
top plate tapering but in a smaller degree at this low Reynolds
number of Re55.

To reveal the temporal characteristics of the vortex flow, the
time variations of the detected instantaneous air temperature at
selected locations for various cases for the rectangular and trap-
ezoid ducts were examined. It was of interest to note that the flow
oscillation in the rectangular duct at high buoyancy-to-inertia ra-
tios was completely suppressed by the flow acceleration in the
tapering duct. This clearly shows the effective stabilization of the
buoyancy driven unstable flow by the top plate tapering.

4 Concluding Remarks
We have performed an experimental study to investigate the

effects of the top plate tapering on the stabilization of the buoy-
ancy driven vortex flow in mixed convection of air through the
bottom heated horizontal rectangular and tapering ducts by sys-
tematic measurement of the time-averaged spanwise temperature
distributions and the time histories of the air temperature. Instan-
taneous flow visualizations were also conducted. The experiments
were carried out for the Reynolds number ranging from 5 to 102
and Grashof numbers from 1.03104 to 1.73105. The major re-
sults can be brightly summarized in the following.

1 In the rectangular duct the onset of thermal instability was
found to move upstream for increasing Grashof number and/or
decreasing Reynolds number. The results for the tapering duct
resemble those for the rectangular duct except that the onset point
moves a little downstream as compared with that for the horizon-
tal duct for the same Re and Gr.

2 Due to the increase of the aspect ratio from 4 at the duct inlet
to 12 at the duct exit, more vortex rolls are induced in the tapering
duct than in the rectangular duct in the downstream region.

3 In the tapering duct, the main forced flow accelerates so rap-
idly in the downstream region that the vortex intensity of the
longitudinal rolls are much weaker.

4 The unstable vortex flow at high buoyancy-to-inertia ratio in
the rectangular duct can be completely stabilized by tapering the
top plate over the range of the parameters covered in the present
study.

During the course of this study it has been realized that al-
though the top plate tapering results in the complete stabilization
of the vortex flow, the weaker vortices still dominate the second-
ary flow in the tapering duct. Methods to eliminate these vortices
need to be investigated in the future.
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Nomenclature

AR 5 aspect ratio,b/d
b, d 5 duct width and duct height

g 5 gravitational acceleration
Gr 5 Grashof number,gbqconv9 din

4 /kn2

Grz 5 local Grashof number,gbqconv9 z4/kn2

h 5 local convection heat transfer coefficient
k 5 thermal conductivity
L 5 length of the test section

Nud 5 Nusselt number,hdin /k
Pr 5 Prandtl number,n/a

qconv9 5 local convective heat flux

qinsul9 5 local conduction heat loss through the insulation
qrad9 5 local radiation heat loss from the surface
qtot9 5 the total heat flux in the plate
Ra 5 Rayleigh number,Gr•Pr
Re 5 Reynolds number,windin /n
Rez 5 local Reynolds number,w̄z/n

T 5 temperature
w 5 velocity component in axial direction

x, y, z 5 Cartesian coordinates
X, Y, Z 5 dimensionless Cartesian coordinate,x/din , y/din ,

andz/din

Z* 5 modifiedZ-coordinate,z/din•Re•Pr
b 5 thermal expansion coefficient
n 5 kinematic viscosity

Subscripts

b 5 of buck quantities
in 5 values at the inlet of the test section
w 5 of heated wall quantities

Superscripts

2 5 average value
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Experimental Analysis of the
Heat Transfer Induced by
Thermocapillary Convection
Around a Bubble
The surface tension driven flow in the liquid vicinity of gas bubbles on a heated wall and
its contribution to the heat transfer are investigated experimentally in a configuration
where surface tension force and buoyancy forces oppose one another. This liquid flow
caused by the temperature gradient along the interface is called thermocapillary or ther-
mal Marangoni convection. The studies were made with silicone oils of different viscosi-
ties so that a wide range of dimensionless numbers were encountered. The velocity fields
are determined from the motion of carbon particles in the meridian plane of the bubble.
The influence of the temperature gradient, the oil viscosity, and the bubble shape on the
profiles along the interface and in the direction normal to the interface is analyzed. The
temperature field is determined by holographic interferometry. For the axisymmetric
problem, the interferograms are evaluated by solving the Abel-integral equation. From
the isotherms, the temperature distribution along the bubble surface and in the liquid
beneath the bubble is measured. To quantify the contribution of thermocapillarity to the
heat transfer, the heat flux transferred by thermocapillarity is measured. A heat exchange
law giving the increase in heat flux due to Marangoni convection in comparison to the
conductive regime is proposed.@S0022-1481~00!70501-9#

Keywords: Convection, Experimental, Heat Transfer, Instability, Thermocapillary

1 Introduction

The extensive studies on nucleate boiling heat transfer have
resulted in a considerable increase in the understanding of the
boiling process. But one of the questions remaining to be an-
swered concerns the detailed mechanism by which heat is trans-
ferred from the heating surface to the boiling liquid. The classical
theories describing boiling on earth make an extensive use of
parameter ‘‘gravitational acceleration’’~@1#!, which could explain
the high heat transfer coefficient owing to the bubble’s detach-
ment from the heater. For quite a long time, no evidence had been
obtained to experimentally check whether the influence of gravity
was modeled correctly. Since the 1960s, numerous experiments
have been performed to draw some conclusions about the role of
the gravitational acceleration first in high gravity levels~@2,3#!and
later in microgravity environments~@4,5,6#!. This leads to short
experimental times during which it is difficult to extrapolate the
behaviors observed in the short tests conducted in drop towers
~@5#!. Insufficient time exists for transients to decay and the long-
term behavior of the vapor formed in the vicinity of the surface is
as yet unknown. To avoid natural convection, the gravitational
acceleration should be as small as possible, but residual fluctua-
tions can induce the bubble’s detachment from the heater~@7#!.
Doubt remains as to the contribution of this residual convection to
the boiling heat transfer. Many works on boiling using wires and
tubes appear in the literature and any general conclusion must be
considered very carefully because surface tension effects associ-
ated with the curvature of the heater may overshadow other ef-
fects. Owing to these experimental constraints, no clear quantita-
tive conclusion can be drawn about the role of gravity in boiling

heat transfer. Nevertheless, the following general trend comes out:
The characteristic curve~@8#! remains largely valid for nucleate
pool boiling in low gravity fields.

In nucleate pool boiling, the departure radius of the bubble is
essentially determined by the balance of Archimedes forces which
tend to tear the bubble away from the heater and surface tension
forces which act to retain it on the surface. This leads to the
well-known relation deduced by Fritz@9#, which gives the detach-
ment radius of the bubble~assimilated to an equivalent sphere of
radiusRd! as a linear function ofg21/2 so that an increase in the
bubble size associated with the accelerated onset of film boiling
and a decrease in the heat transfer coefficient were expected in a
microgravity environment.

The contradiction between the theoretical predictions and the
much debated experimental results confirms that the physics of
the boiling process is still poorly understood. The question of
whether the classical theory is still valid, and if so to what extent,
is thus still open. Since boiling is a complex phenomenon, it is
difficult to put it into a simple theoretical frame. Among the
mechanisms neglected in the normal gravity field, some authors
~@4,10,11#! point out that the thermocapillary flow around the
growing bubble could be important in microgravity.

Interferometric measurements performed by Mayinger@12# and
Beer@13# show that the first bubble generated on the heater grows
in an undisturbed temperature field and that the interface is sur-
rounded by the isotherm of saturation. But for the subsequent
bubbles, the wake’s flows disturb the temperature field and strong
temperature gradients appear along the interface near the base of
the bubble. These gradients along the interface of the growing
bubble cause local changes in the surface tension at the interface
and thereby generate a motion of the interface towards the higher
surface tension regions. The tangential force generated on the in-
terface acts as a shear stress applied by the interface to the adjoin-
ing fluids. Since the surface tension usually decreases with
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increasing temperature, the fluid along the surface of the growing
bubble will usually move from the overheated base of the bubble
towards its cooler rear.

Our interest in Marangoni convection arises from its possible
importance in boiling heat transfer. In the following, we will focus
our attention on thermocapillary flows around bubbles. Neverthe-
less, there is an abundant literature on thermocapillary-buoyancy-
driven convection induced along planar interfaces in rectangular
pools heated from one side and cooled on the other~@14–18#! and
on migration of bubbles under the combined action of buoyancy
and thermocapillarity~@19#!.

Mc Grew et al.@10# were the first to describe the thermocapil-
lary convection around a vapor bubble qualitatively and to express
the hypothesis that it can contribute to the boiling heat transfer.
When vigorous boiling occurs, the liquid is exuded downward in
a stream with a velocity of 1 to 2 cm/s near the liquid-vapor
interface. At lower boiling rates, the flow pattern is different: The
liquid tends to produce rotating vortices near the heating surface.

The fullest description of the motion was proposed by Huplik
and Raithby@20# who investigated this phenomenon in boiling on
a downward-facing heated surface. Most of the experiments were
conducted with the liquid at a temperature lower than the satura-
tion temperature. A strong jet-type flow is created immediately
after the appearance of a bubble on the surface. The liquid is
projected downward from the center of the bubble with cooler
liquid being drawn inward toward the heater surface and the upper
portion of the bubble. As the vapor volume increases, the interface
motion is observed to decrease near the bubble crown. The coa-
lescing bubbles form a blanket of vapor which covers a large
portion of the heated surface and vigorous Marangoni convection
is observed along the portion of the blanket near the heated
surface.

The interpretation of the flow pattern observed under nucleate
boiling conditions is, at first, not evident. Gaddis@21# simulated
Marangoni convection around vapor and gas bubbles and came to
the conclusion that the thermocapillarity is all the more important
as the heat transfer coefficient on the liquid vapor interface is low.

Raake et al.@22# evaluated the temperature distribution around
an air bubble in silicone oil of variable viscosity with a Schlieren
interferometer. The convective heat transport deforms the iso-
therms in the direction of the temperature gradient. A locally
larger temperature gradient appears below the colder apex of the
bubble than in an undisturbed fluid. With increasing convection,
the temperature along the interface is nearly constant and the con-
vective mechanism only operates along a small part of the bubble
interface near the wall. An oscillatory instability is reported in
experiments with low oil viscosities at a temperature gradient
greater than a critical one.

More recently, Wozniak et al. experimentally investigated the
flow pattern in both normal~@23#! and low gravity~@24#! fields
using Particle Image Velocimetry~PIV! with liquid crystal tracer
particles. Earth-bound experiments were carried out in a configu-
ration where buoyancy and surface tension forces act in opposite
direction. Due to hydrostatic pressure, the shape of the bubble is
flattened in the direction parallel to the gravity. A toroidal vortex
is active along the entire contour of the bubble. Secondary vorti-
ces appear in the lower part of the liquid, resulting from the in-
teraction of buoyancy and surface tension forces. In microgravity,
thermocapillarity leads to a jet-like flow. The convection pen-
etrates much deeper into the bulk.

This bibliographical review reveals that many of the experi-
mental results are qualitative and no systematic analysis has been
performed. So far the increase in the heat flux due to Marangoni
convection has not been measured. Since the mechanisms in-
volved in boiling ~vaporization, condensation, oscillations, drift
current, etc.!make the quantification of the contribution of ther-
mocapillarity to the boiling heat transfer difficult, in this paper we
propose an experimental study to investigate the thermocapillary
flow around a bubble under non-boiling conditions~air bubble
inside a liquid layer! and its contribution to the heat transfer. The
geometric configuration chosen to investigate the thermocapillar-
ity around an air bubble the relevant dimensionless parameters
that describe the phenomena are presented in Section 2. The ex-
perimental setup and the measurement techniques are detailed in
Section 3. To determine the flow field, the shifting of carbon
particles is measured. To investigate the contribution of ther-
mocapillarity to the heat transfer, interferometry and heat flux
sensors are used. The method to evaluate the interferograms is
briefly described. Section 4 concerns the results. The first part is
devoted to the analysis of the flow field: The flow pattern is, first,
described; then, a systematic analysis of the influence of the rel-
evant parameters on the velocity field in the liquid is achieved.
The second part concerns the analysis of the temperature field in
the liquid. The contribution of the Marangoni convection to the
heat transfer is measured and a heat exchange law is proposed.

2 Physical Model and Mathematical Formulation
For liquids with a negative temperature coefficient of surface

tension, the flow is directed from the hot to the cold. So that
natural convection may not overshadow the thermocapillary ef-
fects, the liquid layer is heated from above and an air bubble is
generated on the underside of the upper wall. In this case, the
thermocapillary force, which drives hot fluid downward, acts in
the opposite direction to the buoyancy force. Silicone oil was
chosen as the working fluid. Its surface tension is insensitive to
contamination, which will minimize the problem of experimental
reproducibility, and the temperature coefficient of surface tension
is nearly the same~regardless of the oil viscosity! between 2 1025

and 1024 m2/s, which is the range of viscosity we considered.
Table 1 provides the fluid properties at the mean temperature of
25°C.

An analysis~@26#! of the physical problem leads us to deter-
mine the relevant dimensionless parameters that describe the phe-
nomena. We use the following reference scales:L ref5R, Vref
5(]g/]T(Th2Tc)R)/(moilE), t ref5L ref /Vref , Pref5moilVref /L ref
and DTref5(Th2Tc)R/E. We take the bubble radius as the ref-
erence length because this characteristic length should be propor-
tional to the interface length, which drives the flow. For the ref-
erence temperature difference, we must consider the temperature
difference between the overheated base of the bubble and its
cooler rear. As the temperature of the apex is unknown, we as-
sume in a first approximation that the change in temperature is
linear between the upper and lower walls and we determine the
temperature of the cooler rear of the bubble. In addition to the
ratios between the properties of the gas and liquid phases, the four
relevant dimensionless parameters are defined by

Table 1 Thermophysical properties of the silicone oil at 298 K

n ~m2/s! r ~kg/m3! b ~K21! Cp ~J/kg K! l ~W/m K! ]g/]T (N/m K) n ]n/]T (K21)

2 1025 950 1.07 1023 1630 0.14 26.23 1025 1.400 23.66 1024

5 1025 959 1.05 1023 1460 0.16 26.8 1025 1.402 23.74 1024

1024 965 9.45 1024 1460 0.16 26.57 1025 1.403 23.77 1024
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where Ma, Pr, and Ca are the classical Marangoni, Prandtl, and
Capillary numbers whereas Bo is a modified Bond number.

The modified Bond number is a ratio of the thermocapillary
force to the buoyancy force and can be related to the ratio between
the Rayleigh and the Marangoni numbers. In the selected configu-
ration, the Marangoni number characterizes the destabilizing ef-
fects while the Prandtl and Rayleigh numbers correspond to the
stabilizing effects.

3 Experimental Setup
The heart of the experimental setup is the test cell containing

the test liquid. The cell is a cavity with horizontal brass endwalls,
the temperature of which could individually be kept uniform and
constant in order to establish a vertical temperature gradient
within the liquid. To achieve stable stratification inside the fluid,
the top plate is heated via an electrical heater while the bottom
one is cooled by means of a Peltier element. Two bore holes with
tube connections are located on the upper wall for fluid volume
compensation during heating and bubble injection. A further cap-
illary opening in the middle of the upper wall is connected to a
syringe for bubble injection.

Two test cells are used in the present study. A cell with a 3036
mm2 interior section and a height of 10 mm is used for interfero-
metric measurements and fluid flow analysis. The vertical walls
are made of glass. A second experimental chamber, sketched in
Fig. 1, is used to quantify the contribution of the thermocapillary
convection to the heat transfer. The interior square section is
40340 mm2 and the distance between the horizontal walls is ad-
justable between 3 and 10 mm. The vertical walls are made of
polycarbonate for visualization purposes and a 2-mm thick air
layer is added to the side walls to limit heat exchange with the
outside environment.

Two heat flux sensors, of surface 10310 mm2, sensitivity 0.34
mV/@W/m2# and response time 0.2 sec, are glued in the middle of
the bottom wall, just beneath the bubble, and 10 mm from the
center of this wall, respectively~see Fig. 1!. The thin foil heat flux
sensor, manufactured by M.A.H.T.~France!, is a multilayer sensor
@25# which measures the average density of conductive, convec-
tive, and radiant heat transfer between an area on which the sensor
is mounted and the surrounding environment. Since the sensitivity
depends on the number of thermoelements distributed over the
sensing surface, the area must be estimated to obtain the desired
sensitivity. The signal delivered by the two heat flux sensors is so
small ~0.17 1023 V for a heat flux of 500 W/m2! that two low-
noise and low-offset operational amplifiers~LT 1051 circuits
manufactured by Linear Technology, USA! are used. The gain is
set to 1000.

The procedure for measuring the velocity is based on a particle
image velocimetry method. Carbon particles of about 40mm in
diameter, whose density is matched with the density of the sili-
cone oil, are added to the fluid for the flow analysis. Since the
flow under investigation is axisymmetric, illumination of the mid-
plane is sufficient to capture the characteristics of the entire flow
field. The vertical meridian plane is uniformly illuminated with a
thin laser light sheet. The light flux diffused by the particles is
collected by a CCD camera equipped with a 100 mm macro lens
and set in the direction perpendicular to the illuminated plane.
This camera is connected to a video screen and a video recorder.
The particles images are recorded every 0.2 sec. These images are
analyzed to identify the particles which move nearby the interface
and then their shifting between two successive images is mea-
sured. This method enables to determine the liquid velocity near
the bubble.

The temperature distribution in the liquid is determined by ho-
lographic interferometry. The experimental setup has been de-
scribed elsewhere~@26#!. The reference state used in the experi-
ments corresponds to a liquid at uniform temperature and any
deviations from this reference state result in the appearance of
interference fringes. Light rays fumish an integral information
about the refractive index distribution of the medium they have
traveled through. Using the relationship between the refractive
index and the temperature, one can easily evaluate the temperature
distribution of a two-dimensional field from an interferogram. In
such a two-dimensional field, the refractive index along the ray
traversing through the medium is constant and the interference
fringes correspond to the isotherms. But for axisymmetrical ther-
mal field, the interferogram must be evaluated with suitable meth-
ods to determine the distribution of the temperature in the merid-
ian plane. The thermocapillary convection around the bubble
induces an axisymmetrical thermal field about the vertical axis
through the apex of the bubble. To evaluate the interferograms,
the method of Matekunas and Winter@27# is used. An influence
area is associated to the bubble: inside this area, the refractive
index field is axisymmetric whereas, outside this area, the refrac-
tive index field is two-dimensional. The optical pathlength differ-
ence between a light ray passing through the bubble influence area
and another passing through the undisturbed medium is given by
an Abel integral type of equation, which should be inverted to
determine the radial distribution of the refractive index,Dn(r ).
Finally, the equation to be solved can be written as

Dn~r !5
1

p

DL8~R!

12R/RI
log

r /RI

11@12~r /RI !
2#0.52 F12S r

RI
D 2G0.5

(5)

whereRI and DL8 are the size of the bubble influence area and
the slope of the interference fringe on the interface weighted by
the ratio of the laser wave length and the distance between two
consecutive fringes in the two-dimensional area.

The experimental procedure is as follows: first, the chamber is
filled with silicone oil up to a level exceeding the upper wall by
about 10 mm. The liquid is heated from above and cooled fromFig. 1 Experiment chamber
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below until a steady temperature difference between the horizon-
tal plates is established. Then, an air bubble is injected and after a
few seconds the steady convective flow is developed. The bubble
size is continuously controlled so that it is constant on the video
screen. The motion of the tracer in the meridian plane of the
bubble and/or the variation of heat flux due to thermocapillary
convection are recorded.

4 Results and Discussion

4.1 Analysis of the Flow Pattern.

4.1.1 Qualitative Description of the Flow Pattern.Immedi-
ately after the bubble injection, two convective vortices, shown in
Fig. 2 around a 1.5-mm diameter air bubble immersed in a
2 1025 m2/s silicone oil, appear on both sides of the bubble. The
liquid flows along the heated wall toward the bubble; then the
interface drives the hot fluid downward toward the lower cold
pole of the bubble. This pole corresponds to a stagnation point,
where the projection of the temperature gradient is zero. The con-
tinuity of motion, together with the buoyancy, brings the fluid up
again resulting in a toroı¨dal vortex. The thermocapillarity is active
along the entire contour of the bubble and, in the immediate vi-
cinity of the bubble surface, it prevails over the buoyancy-driven
convection. For higher temperature gradients, weak secondary
contrarotative vortices can be observed beneath the first two. They
result from the interaction of surface tension and gravity forces.
Indeed, in an earth gravity environment, both effects are coupled:
the thermocapillarity destroys the stable temperature stratification
which causes natural convection as a secondary effect. These sec-
ondary vortices reduce the size of the main cells.

4.1.2 Quantitative Analysis of the Flow Field.The physical
analysis of the thermocapillary convection brings to the fore the
four relevant parameters which have an influence on the magni-
tude of the velocity. As the capillary number ranges in values
from 7.6 1024 to 3 1023, its influence on the flow field is not
analyzed. In the following, we investigate the influence of the
Marangoni, Prandtl, and Bond numbers on the magnitude of the
flow.

Marangoni convection was analyzed around two different
bubble shapes, plotted in Fig. 3. The projection of the area of the
bubble in the camera plane is of elliptical shape. Up to a radius of
1.3 mm, the bubble remains spherical in shape. Beyond, the
bubble flattens in the vertical direction due to the hydrostatic pres-
sure in the oil layer. The radius, as well as the contact angle
between the bubble and the wall, is detailed in Fig. 3. To evaluate
the Marangoni and Bond numbers, we took the radiusReq of the
sphere which will have the same volume as the bubble. The range
of dimensionless numbers investigated is 0<Ma<250,
220<Pr<880, and13<Bo<2

3.
The sources of uncertainties attributed to the velocity measure-

ment come from the measurements of the shifting of the particles

and the time. The uncertainties on the shifting and the time are
estimated to 0.0 125 mm and 0.04 sec, respectively.

Since MaÞ0, the interface at least drives partially the flow both
in the bubble and in the oil. The tangential velocity is maximum
near the interface and decreases rapidly in the direction perpen-
dicular to the interface. This decrease in the ‘‘r’’ direction, which
connects the center of the bubble to the center of the primary
vortex, is shown in Fig. 4 for Pr5220, Bo50.35, and Ma540 and
80. The tangential velocity is divided by the maximum velocity
measured in the liquid near the interface. Experimentally, we can
measure the velocity at best 50mm from the interface and this
measured maximum velocity is equal to 0.3660.02 mm/s for
Ma540 and 0.6460.05 mm/s for Ma580. According to the ve-
locity profile in the direction perpendicular to the interface, one
can extrapolate the velocity on the interface, which is 15 percent
greater than the magnitude of the velocity measured at 50mm
from the interface.

Apart from the magnitude of the velocity on the interface, the
most important datum one can extract from the velocity field in
the liquid is the thickness of the viscous boundary layer. A sys-
tematic study of the influence of the temperature gradient and the
viscosity has been performed but no notable influence of these
parameters on the position of the vortex center was found. The
thickness of the viscous boundary layer can be estimated at
0.385Req from the Fig. 4.

The influence of the Marangoni, Bond, and Prandtl numbers on
the tangential velocity profiles are now successively studied.

Influence of Marangoni number.To analyze the influence of
the temperature gradient on the magnitude of Marangoni convec-
tion, we changed this parameter in the range 40<Ma<120 and we
measured the velocity profiles along the interface. The magnitude

Fig. 2 Flow pattern around a 1.5-mm diameter air bubble im-
mersed in a 2 10 À6 m2Õs silicone oil

Fig. 3 Areas of the investigated bubble shapes in the camera
plane: „a… smaller bubble „ReqÄ1.5 mm and contact angle 71.5
deg…, „b… flattaned bubble „ReqÄ2 mm and contact angle 52 deg …

Fig. 4 Nondimensional velocity profile in the direction normal
to the interface of the 1.5-mm diameter bubble for Pr Ä220, Bo
Ä0.35, and . MaÄ40 and a j MaÄ80
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of the velocity is plotted in Fig. 5 versus the angle between the
tangent to the interface and the vertical axis for the 1.5-mm diam-
eter bubble with Pr5220 and Bo50.35. Regardless of the values
of the Marangoni number, the behavior is similar. The velocity
increases from zero on the heated wall to a maximum, then it
decreases as the crown of the bubble is approached, which corre-
sponds to a stagnation point. We notice that the magnitude of the
velocity increases with the Marangoni number and that the loca-
tion of the maximum is nearly independent of the Marangoni
number. Therefore, all the velocity profiles obtained for this
bubble can be gathered on a single curve, as shown in Fig. 6 for
Ma540 and Ma580. The maximum is reached for an angle of
17.5 deg in the case of the smallest bubble (Req51.5 mm). The
same systematic study was performed for the second bubble shape
(Req52 mm). The velocity profiles are similar to those plotted in
Fig. 5 but the maxima are located at an angle of five degrees.

Influence of the Bond number.A change in the bubble size
modifies both the Marangoni and the Bond numbers. For the
1.5-mm diameter bubble, the range of nondimensional numbers
investigated is 40<Ma<120, Pr5220, and Bo50.35 whereas it is
70<Ma<250, Pr5220, and Bo50.64 for the 2-mm diameter
bubble. To compare all the results, we introduce the Reynolds

number defined in the nomenclature. The velocity and the charac-
teristic length used to evaluate this parameter are the maximum
velocity measured in the liquid andReq . Whatever the Bond num-
ber, the maximum Reynolds number in the liquid increases lin-
early with the Marangoni number, as shown in Fig. 7. But there is
a shift between the two straight lines corresponding to the two
Bond numbers investigated. For a fixed Marangoni number, the
maximum Reynolds is smaller when the Bond number is high.
Indeed, the Bond number represents the ratio of the buoyancy to
the thermocapillary forces and in the chosen configuration, buoy-
ancy is a stabilizing effect which counteracts the thermocapillary-
driven convection.

Influence of the Prandtl number.To analyze the influence of
the Prandtl number, we changed this parameter in the range
220<Pr<880 and we measured the velocity profiles for Bo50.35
and 10<Ma<250. As previously, the maximum Reynolds number
was used to compare all the results. For the same Marangoni
number, an increase in the Prandtl number reduces the magnitude
of the maximum velocity and thus that of the Reynolds number
since the Prandtl number characterizes the second stabilizing
effect.

4.1.3 Law of Change of the Maximum Reynolds Number.To
generalize our results, we determined the relation between the
maximum Reynolds number and the previous parameters for all
the investigated configurations. This law of change is plotted in
Fig. 8 and can be written for the range of dimensionless param-
eters investigated 0<Ma<250, 210<Pr<880 and13<Bo<2

3:

Remax50.077 Bo21/3
Ma

Pr
. (6)

The above relation gives the value of the maximum Reynolds
number in the liquid with great accuracy for the geometric con-
figuration and the range of dimensionless parameters investigated.
This reported correlation is the best estimate for the result, and
with a resolution coefficientR2 of 0.984. This number is related to
a surface effect through the Marangoni number and to volume
effects through the Prandtl and Bond numbers. Remax varies lin-
early with the ratio Ma/Pr. This law and the above velocity pro-
files, plotted in Figs. 4 and 5, enable us to determine the velocity
field in the liquid from the knowledge of the liquid properties and
the boundary conditions.

4.2 Analysis of the Temperature Field. The interference
fringe distribution was measured by means of a holographic inter-
ferometer around the 1.5-mm diameter bubble for 0<Ma<120,
Pr5220, and Bo50.35.

Fig. 5 Velocity profile along the interface of the 1.5-mm diam-
eter bubble for Pr Ä220, BoÄ0.35, and . MaÄ40, j MaÄ60, l
MaÄ80, Ã MaÄ100, and ¿ MaÄ120

Fig. 6 Nondimensional velocity profile along the interface of
the 1.5-mm diameter bubble for Pr Ä220, BoÄ0.35, . MaÄ40,
and j MaÄ80

Fig. 7 Maximum Reynolds number versus the Marangonl
number for PrÄ220, . BoÄ0.35, and j BoÄ0.64
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When Ma50 ~in the absence of a bubble inside the liquid
layer!, the interference fringe pattern is a succession of alternating
dark and light horizontal lines. Since the phenomenon is two-
dimensional, the interference fringes correspond to the isotherms
in the liquid and are characteristic of a conductive heat transfer
between the two horizontal walls. When MaÞ0, the temperature
gradient along the interface induces a motion of liquid around the
bubble which consequently distorts the interference fringe in the
close vicinity of the bubble, as shown in Fig. 9 for Ma560. The
curvature of the interference fringes expresses a heat transfer from
the upper wall toward the lower cold one. Far from the bubble, the
interference fringes are horizontal which are characteristic of a
conductive heat transfer regime between the upper and the lower
walls. The convective regime extends in the vertical direction up
to one bubble diameter.

The temperature distribution along the bubble interface was
evaluated with the method presented in Section 3. The tempera-
ture on the interface decreases from the upper wall to the lower
pole of the bubble but the temperature gradient along the bubble
interface is not linear, as shown in Fig. 10. The main sources of
uncertainties are introduced by the estimate of the slope of the
interference fringe on the interface and of the distance between
two consecutive fringes, the error bars are plotted in Fig. 10.
When the Marangoni number increases, the temperature differ-
ence between the bottom of the bubble and the apex increases. For
example, this difference reaches 0.6°C for Ma540 and 3°C for
Ma5100.

4.3 Contribution to the Heat Transfer. The evaluation of
the contribution of Marangoni convection to the heat transfer from
the interferograms is rather difficult. Thus, systematic measure-
ments of the heat flux transferred by Marangoni effect around a
1.5-mm diameter air bubble were performed for different

Marangoni, Bond, and Prandtl numbers. The range of dimension-
less parameters investigated is 0<Ma<700, Bo'0.25, and
220<Pr<880.

The change of the heat fluxes through the heat flux sensors is
recorded as a function of time. Before the bubble injection, the
heat is exchanged by conduction between the two horizontal
walls. When the stationary conductive state is reached in the liq-
uid, the heat fluxes through the two sensors remain constant ver-
sus time. Immediately after the bubble injection, the heat flux
through the sensor glued beneath the bubble increases, as shown
in Fig. 11 for Ma5350, Bo50.25, and Pr5220. After a few sec-
onds, a new stationary state is reached and the heat flux remains
constant. The second sensor measures a small decrease in heat
flux, because the main flow induces contrarotative vortices by
viscosity in the liquid. When the bubble is removed, the heat
fluxes retum to their initial values.

We noticed the influence of the distance between the heat flux
sensors and the bubble interface. When the heat flux sensors are
far from the bubble, the increase in the heat transfer is smaller.
For a 5-mm thick liquid layer, the increase is of the order of the
experimental error. Beyond this thickness, contrarotative vortices
are generated in the oil beneath the bubble, which results in a
decrease in the heat flux measured by the sensor pasted in the

Fig. 8 Law of change of the maximum Reynolds number with
the ratio between the Marangonl and the Prandtl numbers for
0ÏMaÏ250 and 220ÏPrÏ880

Fig. 9 Interferograms for Pr Ä220, BoÄ0.35, and MaÄ60

Fig. 10 Temperature distribution along the interface of the
1.5-mm diameter air bubble for Pr Ä250, BoÄ0.35, and L Ma
Ä40, l MaÄ60, h MaÄ80, d MaÄ100 and n MaÄ120

Fig. 11 Heat flux through the heat sensors versus time for
MaÄ350, PrÄ220, and BoÄ0.25 „liquid layer thickness E
Ä4 mm …
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middle of the bottom wall and an increase in the heat flux mea-
sured by the second sensor. According to this conclusion, the
liquid layer thickness was fixed at 3 mm for all the results pre-
sented in the following.

To quantify the contribution of the thermocapillarity to the heat
transfer, we introduced the ratio between the heat flux transferred
with the bubble to the conductive one. The sources of uncertain-
ties in estimate this ratio are introduced by the uncertainty on the
sensitivity of the heat flux sensor~60.01mV/@W/m2#!, on the gain
~61! and on the measurement of the signal delivered by the sen-
sor (66 1025 V). The change in this ratio with the Marangoni
number is presented in Fig. 12 for the three Prandtl numbers in-
vestigated, together with the error bars. The ratio increases with
the Marangoni number and the same behavior is observed for the
three Prandtl numbers. An analysis of these results leads us to
derive the following heat exchange correlation:

q

qcond
5118.4103Ma0.5. (7)

When the Marangoni number is equal to zero~without any
temperature gradient or without a bubble!, q/qcondequals 1, which
corresponds to conductive heat transfer. When thermocapillarity
acts, this ratio increases with the square root of the Marangoni
number. In the investigated configuration, thermocapillarity con-
tributes to the heat transfer but its action is relatively small~the
same order of magnitude as the conductive regime! for the range
of nondimensional parameters investigated.

5 Conclusions and Outlook
The influence of the Marangoni, Prandtl, and Bond numbers on

the velocity profiles along and in the direction normal to the
bubble interface and on the magnitude of the maximum velocity
was analyzed. An experimental flow law, which gives the change
in the Reynolds number versus the ratio between the Marangoni
and the Prandtl numbers, is proposed.

The increase in the heat flux due to thermocapillarity is mea-
sured in the close vicinity of the bubble but, beyond two bubble
diameters, heat transfer is dominated by conduction. According to
these experimental results, the ratio between the heat flux trans-
ferred with an air bubble to the conductive one changes with the
square root of the Marangoni number. In the selected configura-
tion, where thermocapillary and gravity effects oppose one an-

other, the contribution of the thermocapillarity to the heat transfer
is relatively small for the range of nondimensional parameters
investigated~0<Ma<700!.

Further experiments will focus on the analysis of the ther-
mocapillary flow for liquids with lower Prandtl numbers, such as
those met in boiling experiments.
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Nomenclature

a 5 thermal diffusivity ~m2/s!
Cp 5 specific heat~J/kg K!
E 5 liquid layer thickness~m!
g 5 gravitational acceleration~m/s2!
k 5 thermal pressure~W/m K!
n 5 unit normal vector
P 5 pressure
q 5 heat flux~W/m2!
R 5 bubble radius~m!
s 5 curvilinear coordinate
T 5 temperature~K!
t 5 time ~s!

V 5 velocity ~m/s!

Greek Letters

b 5 volume expansion coefficient~K21!
d th 5 thermal boundary layer~m!

g 5 surface tension~N/m!
m 5 dynamic viscosity~kg/ms!
n 5 kinematic viscosity~m2/s!
r 5 density~kg/m3!
t 5 unit tangential vector

Subscript

a 5 air or oil
c 5 cold

cond 5 conduction
h 5 hot

max 5 maximum

Dimensionless Parameters

Bo 5 (roilboilgR2)/(]g]T)5Bond number
Ca 5 ((]g/]T)(Th2Tc)R)/(gE)5capillary number
Ma 5 2(]g/]T)(Th2Tc)R

2/maE 5 Marangoni number
Pr 5 n/a5Prandtl number
Ra 5 bg(Th2Tc)R

4/naE 5Rayleigh number
Re 5 VmaxR/n5 Reynolds number
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Critical Heat Flux During Natural
Circulation Boiling of Saturated
Liquid in Annulus With Uniformly
Heated Outer Tube
Critical heat flux has been measured during natural circulation boiling of water and R113
on a uniformly heated outer tube in a vertical annular tube. The experiment was carried
out using water at atmospheric pressure and R113 at a pressure of 0.1–0.4 MPa for the
annular gap width of S51.0–4.0 mm, the heated tube diameter of 9–17 mm, and the
annular tube length of 100–1000 mm. The similarity of critical heat flux between annular
configurations of either inner or outer heated tubes and a simple heated tube can be
clearly elucidated based on the characteristics of the heated equivalent diameter. The
critical heat flux measured for S51 mm can be predicted accurately by existing correla-
tion for the annular tube and for clearance larger than S54 mm by existing correlation
for the single tube. A new correlation for medium clearances from S51 to 4 mm has been
developed to connect between both the existing correlations.@S0022-1481~00!01901-0#

Keywords: Annular Flow, Boiling, Heat Transfer, Natural Convection, Phase Change

1 Introduction
Critical heat flux during natural convective boiling in confined

channels, such as a tube and an annulus, are important as a fun-
damental study of the critical heat flux phenomenon as well as for
its application to industrial problems related to superconducting
devices and a cooling of microelectric devices. The critical heat
flux is recently recalled to play an essential role in predicting a
safety cooling of pressurized water reactor and boiling water re-
actor reactors after its loss of coolant accident happened such as
the Three Mile Island-2~TMI-2! accident. On the other hand, a
two-phase thermosyphon, which is another type of confined flow,
is widely applied to cool an electric device. In order to improve
critical heat flux of the thermosyphon, Islam et al.@1# inserted a
tube into the thermosyphon to avoid a counter-current flow of
liquid and vapor at the exit of the thermosyphon. They succeeded
in improving the critical heat flux about eight times at optimum
operation. Under the condition, the critical heat flux is found to
closely relate to flow condition to which a tube in annular passage
is heated, although the flow mode becomes very complicated.

One of the authors~@2,3#!has extensively measured critical heat
flux during natural circulation boiling in a vertical tube and annu-
lar tube with a wide range of density ratio,r l /rg and a combina-
tion of heated tube length to tube diameter. The following corre-
lations ~1!, ~2!, and~3!, are proposed to predict the critical heat
flux in vertical tube and annular tube.

For the tube~@2#!, the characteristic of critical heat flux can be
categorized according to tube diameter into two regimes and the
corresponding correlations become,

in the case of a small tube

qco/rghlg

A4 sg~r l2rg!/rg
2

5
0.16

110.025~L/D !
(1)

for D/As/g~r l2rg!,13

in the case of a large tube

qco/rghlg

A4 sg~r l2rg!/rg
2

5
0.16

110.003 Bo1/2 (2)

for D/As/g~r l2rg!.13.

For the annular tube with an inner tube heated~@3#!, its charac-
teristic appears in a single mode independent of
Dhe/As/g(r l2rg) and the correlation becomes

qco/rghlg

A4 sg~r l2rg!/rg
2

5
0.16

110.075~L/Dhe!
. (3)

Comparing Eqs.~1! and ~3!, one may notice that both equations
become the same in form except for the factors onL/D or L/Dhe.

Recently, Islam et al.@1# measured critical heat flux in a
concentric-tube thermosyphon in which an outer tube is heated
and a tube inserted serves as a feed supplying liquid from a liquid
reservoir at the top of the thermosyphon. The paper implied that
the characteristic of the critical heat flux appears to gradually shift
from Eq. ~3! to Eq. ~1! with increasing clearance of annular pas-
sage through which vapor generated on the outer heated tube
flows out. The transition of the critical heat flux from Eq.~3! to
Eq. ~1! may be attributed to the characteristics of heated equiva-
lent diameter, which is defined for the inner or outer heated tubes,
respectively, as

for the inner heated tube

Dhe5doS S Di

do
D 2

21D
for the outer heated tube

Dhe5
do

2

Di
S S Di

do
D 2

21D .

According to the definition of the heated equivalent diameter,
for example, in the case where the outer diameter of the inner tube
do becomes close to the inner diameter of the outer tubeDi ,
namely do→Di , each of the heated equivalent diameters ap-
proaches the same value for either of the heated tubes. As a result,
the critical heat flux for both cases may be predicted by Eq.~3!.
The characteristics for both critical heat flux seem to be similar

1Author to whom correspondence should be addressed.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF

HEAT TRANSFER. Manuscript received by the Heat Transfer Division, May 13,
1999: revision received Sept. 26, 1999. Associate Technical Editor: T. Chu.
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for a narrow annulus. For the case of a wide annular passage,
conversely, both the heated equivalent diameters approach a dif-
ferent limiting value, respectively. The heated equivalent diameter
for the heated inner tube becomes infinity, namelyDhe→` so that
the flow condition may become similar to pool boiling on a ver-
tical heated surface. On the other hand, the heated equivalent di-
ameter for the heated outer tube approaches the tube diameter for
both limiting cases ofdo→0 andDi→`, namelyDhe→Di . As
for flow aspect on the heated tube in the case ofdo→0, its flow
configuration becomes close to natural circulation in a vertical
tube. ForDi→`, pool boiling on a vertical heated wall is ap-
proached, for which no correlation is yet proposed, except for a
short wall ~@4#!. Therefore, the case ofDi→` is omitted here
since a further study would be required. Another limiting case is a
vertical rectangular channel, that is bothdo and Di become
equally large enough to retain a narrow space. As for the critical
heat flux in this case, Monde et al.@5# also proposed the following
correlation:

qco/rghlg

A4 sg~r l2rg!/rg
2

5
0.16

116.731024~r l /rg!0.6~L/S!
. (4)

Monde et al.@3# note that the critical heat flux value predicted
by Eq.~4! comes close to that by Eq.~3! whenL/S is replaced by
heated equivalent diameter and then other correlations for the
critical heat flux in a vertical rectangular channel also give a simi-
lar trend to Eq.~4!.

Flow configurations for these cases can be finally categorized
into four different types depending on whether the annular pas-
sage has space enough for vapor to flow or not and on which tube
is heated, as shown in Fig. 1.

Recently, the critical heat flux during pool boiling on a vertical
heated wire was proposed by Monde et al.@6# as follows:

qco/rghlg

A4 sg~r l2rg!/rg
2

5H 0.42 Bo21/4 for Bo,30

0.18 for Bo.30.
(5)

Equation~5! was derived for the critical heat flux which occurred
under the condition that discontinuous coalesced bubbles sur-
rounded the wire and rose along it. However, for the case of
medium size tubes where the tube diameter is too large for the
coalesced bubbles to surround the tube, no correlation has been
derived yet due to less interest in it from an engineering point of
view.

According to the trend in the critical heat flux as shown in Fig.
1, the critical heat flux on a vertical heated wire in a large vertical
tube may become theoretically similar to that on the vertical wire
heated in the pool. As given in Eqs.~2! and ~5!, there is a large
effect of the Bond number on the critical heat flux. What causes
the effect, however, is still unknown although a difference may
exist in the flow aspect between inward and outward surfaces.

Incidentally, in correlating critical heat flux for forced convec-
tive boiling in an annulus using few available critical heat flux
data, Katto@7# pointed out an important role of the heated equiva-
lent diameter. When his correlations proposed for the uniformly
heated tube are extended to the critical heat flux for the inner
heated tube, the factor only related to an effect ofL/D on the
critical heat flux should be replaced by another one, while for the
outer heated tube, his correlations do not need any change.

Deriving correlations for critical heat flux during forced con-
vective boiling in an annulus based on that tube, Shah@8# also
pointed out that the heated equivalent diameter played an essential
role in critical heat flux in place of the hydrodynamic equivalent
diameter. Furthermore, there is no difference in correlations of the
critical heat flux between inner and outer heated tubes except that
the tube diameterD in the parameter, that only related to an effect
of L/D on the critical heat flux, is replaced by the heated equiva-
lent diameterDhe, although the accuracy of prediction for annulus
slightly deteriorates compared with that for the tube.

In the present study, in order to elucidate the characteristics of
the heated equivalent diameter for critical heat flux, the critical
heat flux has been measured for water at atmospheric pressure and
R113 at a pressure of 0.1–0.4 MPa in the vertical annulus, in
which only the outer tube is heated. The effect of the clearance of
the annulus on critical heat flux and the estimation mentioned
before will be discussed.

2 Experimental Apparatus and Procedure
Figure 2 shows the whole system of the experimental apparatus.

A test annulus built by two concentric stainless tubes is settled at
the center of a pressure vessel. The outer tube of the annulus is
directly heated by dc current. The level of test liquid in the vessel
was always kept at 150 mm higher than the exit of the test tube.
Two C-A ~Chromel-Alumel! thermocouples which are calibrated
with the minimum division of 0.1 K are mounted at a position of
7 mm below the exit of the outer tube and 50 mm above from the
entrance to measure the surface temperature. The position of 7
mm was chosen to avoid end effects. The heat flux was calculated
with a relative accuracy higher than 0.1 percent from the electric
input. The radial heat flow loss from the outer side of the heated
surface is estimated to be less than one percent of electric input by
air enclosed between the outer tube~4! and the test assembly~13!
and the bakelite~14!used as a spacer. This estimation results from
the following reasons: the temperature difference between satu-
rated liquid and the back side of the heated tube is usually less
than 20 K before the occurrence of critical heat flux and then
boiling heat transfer on the tube wall becomes extremely high.
The axial heat loss from the end tube to the electrode is also
limited close near the electrode from a calculation for heat transfer
in a finned surface and then can be ignored except for the part
near the electrode.

The experiment was carried out by increasing the electric input
to the outer tube with increments that are less than five percent of
each preceding heat flux under the condition that the pressure
inside the vessel is kept at a designated pressure. The steady state
condition can be reached within a few minutes after setting the

Fig. 1 Classification of critical heat flux characteristics in ver-
tical natural circulation flow
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heat flux, since the heat capacity of the outer tube is rather small
compared with heat input and heat transfer coefficient of evapo-
ration that is large enough. The critical heat flux was determined
by the following means: when heat flux is increased in increments
that are less than five percent of each preceding heat flux and
finally a point is reached where the tube temperature monitored
runs away. At this point, the critical heat flux is determined with
an estimated uncertainty of less than five percent.

The experimental range is summarized in Table 1.

3 Experimental Result and Discussion

3.1 Boiling Curve. Figure 3 shows typical boiling curves at
two different positions of 7 and 450 mm forDi512 mm, do
58 mm, andL5500 mm. Two boiling curves clearly show that
boiling near the exit reaches a fully developed boiling from a heat
flux less than 1022 MW/m2, while boiling near the entrance may
not appear until about 331022 MW/m2 at which excursion of the
wall temperature due to incipient boiling is observed. The critical
heat flux takes place near the exit since the temperature at the
position of 7 mm from the exit first starts rising at a heat flux of
431021 MW/m2. A small decrease in the wall temperature~as
shown in Fig. 3!always appears under the steady condition at heat
fluxes a little smaller than the critical heat flux before the critical
heat flux condition is reached. This may be caused by an enhance-
ment of heat transfer, which results from evaporation of a very
thin liquid film covering the heated surface. The same phenom-
enon was always observed in annular flow in forced convective
boiling ~@9#! in which heat transfer is enhanced and boiling is
suppressed by evaporation of thin liquid film.

Finally, the arrow of critical heat flux in Fig. 3 and some points
near the arrow show that the wall temperature monitored for a
short time is just running away under unsteady condition after
occurrence of the critical heat flux.

3.2 Position of Critical Heat Flux Occurrence. As shown
in Fig. 3, the critical heat flux first takes place near the exit and
then the critical heat flux condition propagates toward the en-
trance. A similar result would be obtained for the case of the inner

Fig. 2 Experimental apparatus: „1… pressure vessel, „2… cool-
ing coil, „3… inner tube, „4… heated outer tube, „5… auxiliary
heater, „6… upper heater, „7… thermocouple, „8… lower electrode,
„9… DC power supply, „10… multiplexer, „11… digital volt meter,
„12… computer, „13… test assembly, „14… bakelite

Fig. 3 Boiling curve „z: distance from entrance of heated tube …

Fig. 4 „a… Relationship between heated length and critical heat
flux for water; „b… relationship between heated length and criti-
cal heat flux for R113

Table 1 Experimental range

Test liquid Water R113
Pressure~MPa! 0.1 0.1, 0.2, 0.4

Di mm 9 12 17
do mm 3, 5, 7 4, 6, 8, 10 5, 9, 13, 15
S mm 1, 2, 3 1, 2, 3, 4 1, 2, 4, 6
L mm 100, 250, 500, 1000
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heated tube where the critical heat flux position was identified by
a rise in the temperature of the heated tube near the exit~@3#!.
There seems to be no difference at the point of critical heat flux
occurrence between the outer and inner heated tubes.

3.3 Characteristics of Critical Heat Flux. Figure 4 shows
the critical heat flux values measured for two different tube diam-
eters ofDi59 and 12 mm plotted against the heated tube length
L. A broken line in Fig. 4 as a reference shows appropriate lines
drawn in parallel to the line for the same condition predicted by
Eq. ~3!.

It is found from Fig. 4 that the critical heat flux linearly de-
creases with the heated tube length and then decreases with diam-
eter of the inner tube or a decrease in the clearance of annular
passage. This trend agrees with that predicted by Eqs.~1! and~3!.
In order to clarify the effect of diameter of the inner tube on the
critical heat flux and for a comparison of Eqs.~1! and ~3!, the
critical heat flux data are rearranged and plotted against the inner
diameter as shown in Fig. 5. A dashed line and a solid line are
Eqs.~1! and ~3!, respectively.

Figure 5 shows clearly that as the diameter of the inner tube
becomes smaller, the critical heat flux values gradually approach
Eq. ~1!, and when the inner tube diameter approaches the outer
tube diameter, the critical heat flux value leaves from Eq.~1! and
approaches Eq.~3!. This trend with the clearance of annulus is
attributed to the characteristic of the heated equivalent diameter
mentioned in Section 1.

3.4 Correlation of Critical Heat Flux. Figure 6 shows
nondimensional values of the critical heat flux in order to compare

Eqs.~1! and~3! in which the critical heat flux data with the same
heated tube length are connected by dot-and-dashed lines.

It may be noticed from Fig. 6 that most of the critical heat flux
data are predicted accurately for a small clearance ofS51 mm by
Eq. ~3!, while for a large clearance by Eq.~1!, the critical heat flux
data for the annular clearance of 1<S<4 are sandwiched by Eqs.
~3! and ~1!. Consequently, the factor in the denominator of Eqs.
~1! and ~3! may change fromC50.025 to 0.075, depending on
whether the clearance of the annular passage is sufficient or not.
This trend in critical heat flux due to the clearance can be effec-
tively estimated from the characteristic of the heated equivalent
diameter.

Fig. 5 „a… Effect of inserted „inner… tube on critical heat flux for
water; „b… effect of inserted „inner… tube on critical heat flux for
R113

Fig. 6 „a… 1ÕKu versus L ÕDhe for water; „b… 1ÕKu versus L ÕDhe
for R113
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3.5 Effect of Clearance on Critical Heat Flux. Figure 7
shows the effect of clearance on the factor in the denominator of
Eqs. ~1! and ~3!. The value of the factor clearly shifts fromC
50.025 to 0.075 with a certain scattering of data by increasing the
clearance. It is found that the space clearance clearly influences
the critical heat flux characteristics. However, it is still unclear at
present how the clearance influences the critical heat flux together
with which physical properties concern the critical heat flux or

flow condition near the critical heat flux, since this effect is con-
sidered to be a secondary one and this effect may merge into
uncertainties of measurement accuracy.

4 Correlation of Critical Heat Flux for Medium Clear-
ance

It is found from Fig. 7 that the critical heat flux forS51 mm
can be predicted well by Eq.~1!, while the critical heat flux for
S>4 mm by Eq. ~3!. Therefore, in order to correlate the critical
heat flux data in the medium clearance of 1<S<4, one may start
improving a functional form in light of Eqs.~1! and ~3! as fol-
lows:

q` /rghlg

A4 sg~r l2rg!/rg
2

5
0.16

11C~L/Dhe!
(6)

and from Fig. 7, a functional form for the constantC can be
tentatively employed as

C5kS 12aS r l

rg
D n S

As/@g~r l2rg!#
D 2

10.025 1<S<4 mm

(7)

where the constants,k, a, andn are: k50.089,a50.060, andn
50.30, respectively, connecting between Eqs.~1! and ~3!
smoothly.

The reason that the clearance ofS54 mm beyond which the
critical heat flux characteristic for the annular channel with the
outer heated tube becomes close to that for the vertical tube is not
influenced by the inner tube diameter or heated equivalent diam-
eter as well as the tube length, is hardly explained from a physical
point of view. On the other hand, for the clearanceS<1 mm, the
reason that the critical heat flux characteristic becomes indepen-
dent of which tube is heated can be easily understood from the
viewpoint of the heated equivalent diameter, although the physical
meaning ofS51 mm is also not explained.

Figure 8 shows a comparison of the critical heat flux data ob-

Fig. 7 „a… Effect of clearance on constant in Eqs. „1… and „3… for
water; „b… effect of clearance on constant in Eqs. „1… and „3… for
R113

Fig. 8 Correlation of critical heat flux data with Eqs. „1…, „3…,
and „7…

Table 2 Accuracy of prediction

P ~MPa! N

Eqs.~1!, ~3!, and ~6! Equations revised with 0.188

E1 E2 E3 E1 E2 E3

Water 0.1 111 0.145 0.177 0.211 20.005 0.153 0.190
R113 0.1 63 0.124 0.131 0.202 0.010 0.118 0.171

0.2 66 0.100 0.137 0.178 20.0409 0.136 0.174
0.4 66 0.074 0.112 0.152 20.053 0.114 0.160

~N means number of the critical heat flux data!

E15
1

N ( ~qco2qcal!

qco
E25

1

N (
u~qco2qcal!u

qco
E35A1

N ( S qco2qcal

qco
D 2
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tained and Eq.~6! with Eq. ~7! and Eqs.~1! and ~3!. In addition,
Table 2 gives a statistical result of accuracy in evaluating the
critical heat flux data with the correlations~1!, ~3!, and~6!.

As shown in Fig. 8 and Table 2, all the critical heat flux data
seem to become about 10 percent larger than that predicted by Eq.
~6! with Eq. ~7! and Eqs.~1! and~3! and most of the critical heat
flux data fall within a range of630 percent when compared with
those equations. Incidentally if the constant of 0.16, which is com-
monly used for critical heat flux in pool boiling, can be replaced
by another value of 0.188, then all the critical heat flux data are
found to be correlated well as given in Table 2. It may be of
interest to note that the critical heat flux for a small vertical heated
wire can be predicted by Eq.~5! whose constant of 0.18 is adopted
in place of the value of 0.16. The physical reason why the con-
stant changes from 0.16 to 0.188 is not yet clear.

5 Similarity of Critical Heat Flux in Concentric Ther-
mosyphon

Islam et al.@1# measured the critical heat flux in a concentric-
tube open thermosyphon in which the inner tube serves as a liquid
supplier from a top liquid reservoir to the bottom and the outer
tube is heated. They mentioned that in the case of a relatively
large inner tube diameter inserted, the flow situation in the ther-
mosyphon becomes similar to that in the outer heated tube in the
annulus, since the annular passage for vapor to escape from the
thermosyphon becomes narrow, while the inner tube is large
enough for liquid to be supplied to it from the bottom. As a result,
the critical heat flux obtained there was predicted well by Eq.~3!.
In addition, the characteristic of the critical heat flux also gradu-
ally changed from Eqs.~3! to ~1! with an increase of the clear-
ance. This is because of the clearance effect on critical heat flux as
mentioned in Section 3.5.

6 Conclusions
The critical heat flux during natural circulation boiling in the

vertical annulus in which the outer tube is uniformly heated was
measured for water at atmospheric pressure. The key results are:

1 For the annular tubes, either of which is heated, the role of
heated equivalent diameter on critical heat flux becomes im-
portant.

2 The characteristic of critical heat flux depends on annular
space as shown in Fig. 1.

3 The critical heat flux can be predicted well for the clearance
of S51 mm by Eq.~3! and ofS>4 mm by Eq.~1!.

4 For medium clearance of 1<S<4 mm, the critical heat flux
can be predicted by Eqs.~6! and ~7!.
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Nomenclature

Bo 5 bond number (5L2/(s/g(r l2rg)))
D 5 tube diameter

Di 5 inner diameter of outer tube in annulus
do 5 outer diameter of inner tube in annulus

Dhe 5 heated equivalent diameter~54~flow area!/heated
perimeter!

g 5 acceleration due to gravity
hlg 5 latent heat of evaporation
Ku 5 Kutateladze number(5(q` /rghlg )/

(A4 sg(r l2rg)/rg
2))

L 5 length of heated tube
q 5 heat flux

qco 5 critical heat flux
S 5 clearance of annular passage

DTsat 5 wall superheat
rg ,r l 5 density of vapor and liquid

s 5 surface tension
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Condensation of Refrigerants in
Horizontal, Spirally Grooved
Microfin Tubes: Numerical
Analysis of Heat Transfer in the
Annular Flow Regime
A method is presented for estimating the condensation heat transfer coefficient in a
horizontal, spirally grooved microfin tube. Based on the flow observation study performed
by the authors, a laminar film condensation model in the annular flow regime is proposed.
The model assumes that all the condensate flow occurs through the grooves. The conden-
sate film is segmented into thin and thick film regions. In the thin film region formed on
the fin surface, the condensate is assumed to be drained by the combined surface tension
and vapor shear forces. In the thick film region formed in the groove, on the other hand,
the condensate is assumed to be driven by the vapor shear force. The present and previ-
ous local heat transfer data including four fluids (CFC11, HCFC22, HCFC123, and
HFC134a) and three microfin tubes are found to agree with the present predictions to a
mean absolute deviation of 15.1 percent.@S0022-1481~00!01501-2#

Keywords: Keywords: Annular Flow, Condensation, Enhancement, Finned Surfaces

Introduction
Enhancement of condensation heat transfer in horizontal tubes

has received considerable attention in air-conditioning and refrig-
eration systems with relatively small size. In recent years microfin
tubes are commonly used due to their high condensation heat
transfer performance with moderate pressure loss. Numerous ex-
perimental and analytical studies on the condensation in microfin
tubes were reported. Recent studies that are representative of the
work in this area include: Khanpara et al.@1#, Schlager et al.
@2–4#, Hori and Shinohara@5#, Koyama et al.@6#, Haraguchi@7#,
and Chamra and Webb@8#. Most of the work cited above mea-
sured the effects of fin geometry, fin dimensions, and fluid prop-
erties on the condensation characteristics, and developed empiri-
cal equations for the heat transfer and pressure drop. A few
detailed works, however, were performed to explain the conden-
sation enhancement mechanism~e.g., Webb@9#, Fujii @10#, and
Srinivasan and Shah@11#!. Recently, Shikazono et al.@12,13#con-
sidered the circumferential distribution of condensate liquid, and
proposed a heat transfer equation for a horizontal, spirally
grooved microfin tube. The equation, however, is derived on the
basis of an equation for a smooth horizontal tube in which the
surface tension effect is not included.

Referring to the condensation of vapors in horizontal smooth
tubes~e.g., Dobson and Chato@14#!, the condensate is controlled
by the combined vapor shear and gravity forces. At high vapor
velocities, significant vapor shear forms a vapor core with a cir-
cumferentially uniform condensate film around the inner surface
of the tube. At low vapor velocities, the condensate film formed
on the inner tube surface drains towards the tube bottom due to
gravity force and the liquid stratification is formed in the lower
part of the tube.

Characteristics of condensate flow in a microfin tube would
become more complex than that in a smooth tube. This is due to

the effect of surface tension force that pulls a thin condensate film
on the fin surface into the groove between adjacent fins. Nozu
et al. @15# condensed CFC11 vapor in horizontal, smooth, and
microfin tubes. The experiment includes the flow observation
studies with use of industrial borescopes as well as the local heat
transfer and pressure drop measurements. The results of the con-
densing two-phase flow patterns observed just downstream of the
tube exit have implied that two major flow patterns exist during
complete condensation of a vapor. One would fit the annular flow
regime and the other the stratified flow, as can be observed in
horizontal smooth tubes, while the condensation mechanism in the
microfin tubes may be much different from that in smooth tubes.

In this paper, condensate flow between fins observed in a hori-
zontal, spirally grooved microfin tube is discussed, and a predic-
tion method is proposed for estimating the condensation heat
transfer coefficient in the annular flow regime. The model in-
cludes the combined effects of the surface tension and vapor shear
forces acting on the condensate surface, and comparisons of the
local heat transfer coefficients are made between the measured
and predicted values.

Experimental Apparatus and Procedure
The experimental apparatus, shown schematically in Fig. 1,

consists of forced circulation loops of test fluid and cooling water.
The vapor generated in an electrically heated boiler~1! flows
through superheaters~2!, a mixing chamber~3! and a sight glass
~4! to a test section~5!. The vapor condenses almost completely in
the test section, and the condensate flows downward through a
condensate receiver~6!, then through a circulation pump~7!, a
flow control valve~8!, and a strainer~9!, and returns to the boiler.
The cooling water is pumped from a cooling water tank~10! by a
feed water pump~11! to the test section through a calibrated rota-
meter~12!. After exchanging heat with the test fluid, the cooling
water returns to the tank. Cooling water temperature at the test
section inlet is regulated by a chiller~13! and a heater~14!.

The test section is a horizontal double-tube condenser with the
vapor condensing in the inner tube and the cooling water passing
countercurrently through the annulus. A smooth tube and two mi-
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crofin tubes, each having an outer diameter of about 9.5 mm, are
used as the test tubes to study the effects of fin dimensions on the
condensation characteristics. Figure 2 illustrates the fin profiles
per one-half of fin pitch and Table 1 lists the dimensions of fin
and tube, where tube S1 is a smooth tube and tubes M1 and M2
are microfin tubes. Also shown in Fig. 2 and Table 1 are the
details of tube M3 tested by Haraguchi@7#, and the heat transfer
data obtained in the tube will be cited in this paper. It should be
noted that the values of fin dimensions are cross-sectional ones
normal to the groove and the fin profiles are illustrated in dimen-
sionless form. Among the microfin tubes, tube M1 has larger fin
spacing and higher fin height than tube M2, and tube M3 has
smaller fin half tip angle as compared to tube M2. Lengths of the

test sections are 3.2 m for tubes S1 and M1, and 2.0 m for tube
M2. Tube M3 is 6.0 m in length and the test section consists of 14
subsections.

To measure the axial distributions of the heat transfer rate, tube
wall temperature, and static pressure, the test section is equipped
with nine spacers to subdivide the annulus into eight equilength
subsections. Illustration of a subsection is shown in Fig. 3. For the
test sections with tubes S1 and M1, the outer duct is made of
polyvinyl chloride pipe with inner diameter of 16.0 mm, and the
length of the subsectionD l is 0.4 m. For the test section with tube
M2, the outer duct is made of polyvinyl chloride plate and is
constructed to form the annulus with a diameter of 16.0 mm, and
the value ofD l is 0.25 m. Each subsection is provided with a
cooling water inlet and outlet, and a mixing chamber, having a
1-mm-dia type-K sheathed thermocouple, is located between ad-
joining subsections. This provides reliable data on the axial dis-
tribution of the cooling water temperatureTc . The same type
mixing chambers are also installed at both ends of the test section.

For tubes S1 and M1, local wall temperatures are measured at
seven points in each subsection, spaced axially in groups of two or
five. As shown in Fig. 3, in a cross section of 0.1 m downstream
from the subsection inlet, two fine grooves are cut on the outer
surface of the inner tube at circumferential anglesc of p/2 and
3p/2 rad from the tube top. In the other cross section of 0.3 m
downstream from the inlet, fine grooves are machined at angles of
c50, p/2, 3p/4, p and 3p/2 rad. Teflon-coated, 0.127-mm-dia
constantan wires with bare tips are soldered in these grooves. This
allows seven wall thermocouples between the wires and the inner
tube itself, and the area-averaged value is adopted as the measured
wall temperatureTwm for each subsection. For tube M2, the inner
tube is electrically insulated from the test loop to measure theTwm
by the resistance thermometry. The inner tube and a standard
resistor of 1 mV are connected in series by a lead wire to a DC
power supply, and a constant current of 30 A is passed through
the circuit. Voltage taps are soldered to the outer surface of the
inner tube at the same positions of the spacers. To avoid the effect
of parasitic voltage, readings of the voltage drops are repeated by
reversing the DC current and the averages of the two measure-
ments are adopted as the experimental data. The calibration curve
of the resistance–temperature relation is determined by the pre-
liminary experiments.

Eight pressure taps with 1-mm-dia holes are drilled through the
bottom of the inner tube at the inlet of each subsection, and the
same type pressure tap is also installed at the exit of the test
section. The adjoining pressure taps are connected to inverse
U-tube manometers, reading to 1 mm, to measure the difference in
condensate level. Static pressure at the vapor inlet is measured by
a precision Bourdon tube, reading to 103 Pa and a Fortin barom-

Fig. 1 Schematic diagram of experimental apparatus

Fig. 2 Fin profile per one half of fin pitch in a-a cross section;
nondimensionalized by fin pitch

Table 1 Fin and tube dimensions at cross-section normal to
groove
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eter. The mixed mean temperatures of the test fluid at the vapor
inlet and in the strainer are measured by 1-mm-dia type-K
sheathed thermocouples.

For tube M1, the behavior of condensate in the inner tube is
observed using industrial borescopes installed at the tube exit.
Two types of scopes are used: one is a direct-viewing type and the
other is a side-viewing type. Figure 4 shows the observation de-
vice with the side-viewing type scope. The scope with outer di-
ameter of 2.7 mm is provided with a lens and an illumination near
the tip. The scope is inserted in the inner tube and is turned on its
axis to enable viewing of the circumferential variations of conden-
sate flow between fins.

After the steady state is reached, the thermocouple outputs and
the voltage drops of tube M2 and the standard resistor are read
five times to 1mV using a data acquisition system. Experiments
were conducted using CFC11 as the test fluid. For each test run,
the static pressure and the degree of vapor superheat, both at the
vapor inlet, are maintained at 0.17 MPa (Ts>313 K) and less than
2 K, respectively. The mass velocity of the test fluidG is obtained
from the heat balance of the boiler by application of a steady flow
energy balance for the test fluid. TheG value ranged from 80 to
460 kg/m2 s. In the flow observation study, the vapor mass quality
at the tube exit is changed in three steps for a few prescribed
values ofG.

The local heat fluxqn and the local heat transfer coefficientan
are defined on the basis of the nominal surface area~i.e., surface
area of a smooth tube withdn! as

qn5DQ/~pdnD l !, (1)

an5qn /~Ts2Tw! (2)

whereDQ is the heat transfer rate in a subsection calculated from
the flow rate and enthalpy change of the cooling water,Ts is the
saturation temperature corresponding to the measured local static
pressure,Tw is the inner wall temperature obtained from the mea-
suredTwm value, making a small correction for the radial wall

conduction,dn is the nominal diameter of the test tube, where the
inner diameterdi is adopted for tube S1, and fin root diameterdr
for tubes M1, M2, and M3. The vapor mass qualityX is calculated
successively from the vapor inlet, on the assumption of negligible
condensate subcooling, using the values ofG andDQ. In the data
reduction, the condensate properties are evaluated at the reference
temperatureTw10.3(Ts2Tw).

Referring to Eqs.~1! and ~2!, the uncertainty ofan is affected
by that ofDQ and (Ts2Tw). TheDQ is obtained from the tem-
perature rise and flow rate of the cooling water, each having un-
certainties of 0.05 K and62 percent, respectively. In the same
way, the uncertainty of (Ts2Tw) depends on the uncertainties of
the local static pressure and wall temperature. In the present ex-
periment, the inverse U-tube manometers, reading to 1 mm in

Fig. 3 Illustration of a subsection

Fig. 4 Details of observation devices attached to tube exit;
side-viewing type scope
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condensate level, are used to measure the distribution of the static
pressure with high resolution. The uncertainty of (Ts2Tw) is es-
timated to be 0.05 K. The propagation-of-error analyses, based on
the above considerations, provide the typical uncertainty of611
percent foran .

Experimental Results and Discussion

Heat Transfer. The experimental data for tube S1 are com-
pared with the recommendation equation of a smooth tube for
obtaining reliability of the apparatus and measurements. The heat
transfer coefficientas for a smooth tube recommended by Fujii
@10# is expressed as

as5l lNud /dn (3)

where

Nud5~Nud!v for ~Nud!v>~Nud!g (4a)

Nud5~Nud!g for ~Nud!v,~Nud!g (4b)

In Eq. ~4!, (Nud)v and (Nud)g denote the Nusselt numbers in the
shear-controlled and gravity-controlled regimes, respectively. Ex-
pressions for (Nud)v and (Nud)g are given by

~Nud!v50.0125~RelAr l /rv!0.9~X/~12X!!0.1X10.8Prl
0.63

(5a)

~Nud!g50.725S GaPrl

Ph
D 0.25$110.003APrla

~3.120.5/Prl !%0.3

~11bc!0.25

(5b)

a5
0.47Ar l /rv~Ph/Prl !

1/12~RelX/~12X!!0.9

~GaPrl /Ph!1.1/4 (5c)

b5
1.55$111.631011~Ph/Prl !

5%0.25

Ar l /rv

H ~GaPrl /Ph!0.25

RelX/~12X!
J 1.8

(5d)

c540 exp$22.631024 Rel /~12X!% (5e)

where Ga5gdn
3/n l

2 denotes the Galileo number, Ph5cplDT/hf g
the phase change number, Rel5G(12X)dn /ml the liquid Reynolds
number, andDT5Ts2Tw the vapor-to-wall temperature differ-
ence. The measured heat transfer coefficients for tube S1 were
found by the prediction of Eq.~3! to have a mean absolute devia-
tion of 10.3 percent. This indicates the reliability of the apparatus
and measurements.

Figure 5 shows the axial distributions ofan ,qn ,Ts ,Tw ,Tc , the
wetness fraction (12X) and the static pressure drop from the
vapor inlet (Pin2P) at G'300 kg/m2 s. Results for tubes S1, M1,
and M2 are shown in Figs. 5~a!, 5~b!, and 5~c!, respectively. Also
shown in Fig. 5 are the heat transfer coefficientsas for a smooth
tube calculated from Eq.~3!. Comparison of the results for tubes
S1 and M1, each having the test-section length of 3.2 m, reveals
that the vapor-to-wall temperature differenceTs2Tw is smaller
for tube M1 that leads a maximum condensation enhancement
ratio of 2.6 with an increase in pressure loss by about 50 percent.
Comparison of Figs. 5~b! and 5~c! for different fin dimensions
shows that the heat transfer enhancement ratioan /as for tube M1
is larger than for tube M2. The observed values ofan /as take
2.0–2.6 for tube M1 and 1.8–2.0 for tube M2, and thean /as are
larger than the area enhancement ratios.

Flow Observation. Figure 6 shows the circumferential varia-
tions of the behavior of condensate forG5170 kg/m2 s at X
50.4. Figures 6~a!and 6~c!show the condensate behavior in the
neighborhood of the tube top and tube bottom, respectively. Also
Figs. 6~b!and 6~d!present the results in the neighborhood of the
left and right sides of the tube, respectively. The photographs
were taken at intervals of a few seconds by use of a side-viewing

Fig. 5 Axial distributions of measured quantities, G
·300 kgÕ„m 2s…: „a… tube S1, „b… tube M1, „c… tube M2
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type scope. Comparison of Figs. 6~a!–6~d! for different circum-
ferential positions shows that few marked variations of the film
flow are observed, and most of the condensate flows through the
grooves with a smooth liquid-vapor interface. A close inspection
of Fig. 6 suggests that the film flows without apparent turbulent
mixing in the film. However, a continuous wavy liquid-vapor in-
terface that covers a number of fins is observed in some of the
photographs. According to the previous study~@15#!, this may be
due to the disturbance wave traveling on the thin condensate film.

It may be possible, from the previous and present observation
studies, to define two extreme flow patterns in a horizontal, spi-
rally grooved microfin tube.~1! At high vapor velocities, most of
the condensate flows through the grooves without apparent turbu-
lent mixing in the film. Also no significant condensate stratifica-
tion exists in the lower part of the tube. This means that all mi-
crofins act to augment condensation. This regime is referred to as
the annular flow regime.~2! At low vapor velocities, most of the
condensate flows through the lower part of the tube in the form of
stratified condensate. This means that only upper microfins ex-
posed to the vapor core enhance the condensation. This regime is
referred to as the stratified flow. The results of the flow observa-
tion studies provide important findings for us to elucidate the con-
densation enhancement mechanism.

Prediction Method of Heat Transfer in the Annular
Flow Regime

Numerical Analysis of Condensate Film. Figure 7 defines
the geometry on which our model is based. A side view of a
horizontal, spirally grooved microfin tube withn grooves and a
spiral angle ofg is shown in Fig. 7~a!. The coordinatez is mea-
sured along the groove from the vapor inlet at which the laminar
film condensation starts. The model assumes that all the conden-
sate flows through the grooves with smooth liquid-vapor interface,
since the objective of the present analysis is the prediction of

condensation heat transfer in the annular flow regime. Figure 7~b!
shows the fin cross section normal to the groove. TheTs andTw
refer to the saturation and wall temperatures, respectively. The
coordinates along the surface and normal to the surface arex and
y, respectively. The dimensions specifying the fin geometry are:
fin pitch p, fin heighth, fin half tip angleu, and radius of curva-
ture at the corner of fin tipr 0 , and those characterizing the con-
densate film are: film thicknessd and radius of curvature at the
condensate surfacer.

Neglecting the effect of gravity force, it can be considered that
the condensate flow is controlled by the combined surface tension
and vapor shear forces. To facilitate the numerical analysis, the
condensate film is, with reference to Honda and Nozu@16#, di-
vided into two regions. One is the thin film region, referred to as
region I, where the combined effects of the surface tension and
vapor shear forces are taken into consideration, i.e., the conden-
sate is pulled by the surface tension force in thex-direction and is
driven by the vapor shear force in thez-direction. The other is the
thick film region, referred to as region II, where the condensate
surface is approximated by a circular arc with radiusr b and the
condensate is drained by the vapor shear force in thez-direction.

The condensate profile between adjacent fins depends on the
combination of the fin geometry and condensate flow rate. Two
possible cases may exist as shown in Fig. 7~b!. Case A corre-
sponds to the case of large interfin space with small condensate
flow rate, where the condensate film is divided into the thin film
regions 0<x<xb and xb8<x<xc , and the thick film regionxb

<x<xb8 . Case B corresponds to the case of small interfin space
with large condensate flow rate, where the thin condensate film is
formed in the region 0<x<xb and the rest of the surface is cov-
ered with the thick condensate film. Simplifying assumptions are
introduced that permit fundamental assessment of the heat transfer
rate: ~1! the condensate flow is laminar;~2! the wall temperature
Tw is uniform; ~3! the inertia term in the momentum equation and

Fig. 6 Circumferential variation of condensate behavior: tube M1,
GÄ170 kgÕ„m 2s…, XÄ0.4
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the convection term in the energy equation can be neglected;~4!
the effect of gravity force can be neglected; and~5! fin pitch is
sufficiently smaller than the groove length.

The procedure for the formulation of the problem is basically
similar to the case of condensation on a horizontal integral-fin
tube reported in Honda and Nozu@16#. The momentum equations
in region I are given by

m l

]2u

]y2 50, (6)

m l

]2v
]y2 2

dP

dx
50 (7)

where u and v denote the velocity components in thez and x-
directions, respectively. The boundary conditions are

u5v50 at y50 (8)

m l

]u

]y
5t i , (9)

]v
]y

50 at y5d (10)

wheret i is the shear stress at the condensate surface. The conti-
nuity and energy equations yield

r lS ]

]z E0

d

u dy1
]

]x E0

d

v dyD 5
l l

d

DT

hf g
(11)

whereDT5Ts2Tw is the vapor-to-wall temperature difference.
Substitution of the solutions of Eqs.~6! and ~7! subject to the
boundary conditions, Eqs.~8!–~10! into Eq. ~11! yields

Svd̄
]d̄

] z̄
2

1

3
Ss

]

] x̄ H d

dx̄ S 1

r̄ D d̄3J 5
1

d̄
(12)

where x̄5x/p, z̄5z/p, d̄5d/p, r̄ 5r /p, Sv5t i p
2hf g /

(l ln lDT), Ss5sphf g /(l ln lDT). Expressions forr̄ are given by
for 0< x̄< x̄o and x̄t< x̄

1

r̄
52

~d2d̄/dx̄2!

$11~dd̄/dx̄!2%3/2
(13a)

for x̄o< x̄< x̄t

1

r̄
5

$1/r̄o1~2/r̄o
21 d̄/ r̄ o

3!d̄12~dd̄/dx̄!2/ r̄ o2~11 d̄/ r̄ o!~d2d̄/dx̄2!%

$~11 d̄/ r̄ o!21~dd̄/dx!2%3/2
.

(13b)
We further assume that the change of the film thickness in the

z-direction,]d̄/] z̄ is small compared with that in thex-direction
]d̄/] x̄, due to the rapid condensate drainage by the surface ten-
sion force to the groove. Thus Eq.~12! is reduced to

2
Ss

3

d

dx̄ H d

dx̄ S 1

r̄ D d̄3J 5
1

d̄
. (14)

The boundary conditions are

for Case A

dd̄/dx5d3d̄/dx̄350 at x̄50 and x̄5 x̄c (15)

dd̄/dx̄5tan« (16)

r̄ 52 r̄ b at x̄5 x̄b and x̄5 x̄b8 (17)

for Case B

dd̄/dx5d3d̄/dx̄350 at x̄50 (18)

dd̄/dx̄5tan« (19)

r̄ 52 r̄ b at x̄5 x̄b (20)

wherexc is the coordinate at the midpoint of the interfin space.
The set of conditions, Eqs.~16! and~17! for Case A and Eqs.~19!
and ~20! for Case B, describe smooth connection of condensate
surface between regions I and II.

Equation~14! is solved numerically as the steady-state solution
of an unsteady condensate flow subject to an arbitrary initial dis-
tribution of d̄. After adding the unsteady term to the left-hand side
of Eq. ~14!, the resultant equation

]d̄

]Q
2

Ss

3

]

] x̄ H d

dx̄ S 1

r̄ D d̄3J 5
1

d̄
(21)

is solved using an implicit finite difference scheme. Three differ-
ent grid sizes with finer grids at the tip and corner and coarser
grids at the fin side are chosen alongx̄, with a total of 51–101
points. Convergence is accepted when the criterionu1
2 d̄ i / d̄ i* u/DQ<0.01 is satisfied, whered̄ i and d̄ i* are the old and
new values ofd̄ between successive iterations at grid pointi and
DQ the grid size of the dimensionless time. Changing the criterion
to 0.1 altered the heat transfer result in region I by less than one
percent. The value of« is restricted by the geometrical conditions
of fin and condensate profile, and is assumed asp/20. The devia-
tions in the average Nusselt number Nud , obtained from Eq.~34!,
calculated by changing the« value betweenp/20 andp/6 are
always less than one percent. This means that the« value has little
effect on Nud .

The fluid flow and heat transfer in region II are analyzed using
the cylindrical coordinates (R,w) with the originO at the center
of the circular arc as shown in Fig. 7~b!. The momentum and
energy equations are described in dimensionless form as

]

]R̄
S R̄

]ũ

]R̄
D 1

]

]w S ]ũ

R̄]w
D 50 (22)

Fig. 7 Physical model and coordinates
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and

]

]R̄
S R̄

]T̃

]R̄
D 1

]

]w
S ]T̃

R̄]w
D 50 (23)

where R̄5R/p, ũ5up/n l and T̃5(T2Tw)/(Ts2Tw). The
boundary and compatibility conditions are

ũ50 and T̃50 at the wall (24)

]ũ

]R̄
5Rep

2 and T̃51 at the condensate surface (25)

and the continuities ofũ andT̃ at the connecting point of the two
regions. For Case B, the symmetries ofũ and T̃ also hold along
the centerline axis between adjacent fins. Rep5At i /r l p/n l in Eq.
~25! is obtained from

Rep5Af i

2

r l

rv

GXp

m l
(26)

where the friction factorf i at the condensate surface is defined by

t i5
f i

2
rvUv

2. (27)

Expression forf i is, on the basis of the earlier work~@15#!, as-
sumed to be

f i50.046 Rev
20.2~11300d/dn!1

V1

Uv
(28)

where Rev 5GXdn /mv is the vapor Reynolds number,Vi5ṁ/rv is
the suction velocity at the condensate surface,Uv is the axial
vapor velocity, andṁ is the condensation mass flux. The first term
on the right-hand side of Eq.~28! is the same as the expression for
annular film flow in a smooth tube proposed by Wallis@17#, and
the second one shows the effect of vapor suction at the condensate
surface. The present heat transfer model assumes that the conden-
sate is flowing only through the grooves. This permits an assump-
tion that the axial vapor velocityUv is satisfactorily expressed by

Uv5GX/rv . (29)

The solutions of Eqs.~22! and~23! subject to the boundary and
compatibility conditions are obtained iteratively using a control-
volume-based, finite difference procedure after introducing the
following coordinates transformation

j5w, (30)

R̄5 r̄ b1 d̄h. (31)

A 10310 or 20320 equally spaced mesh, depending on the depth
of the condensate pool, is used and a convergence criterion of
0.01 percent is adopted during the iteration. The local Nusselt
number Nup5ap/l l for the fin surface is obtained from

for region I

Nup51/d̄ (32a)

for region II

Nup5~2]T̃/]R̄!R̄5R̄w
. (32b)

The average Nusselt number Nupm5amp/l l for the fin surface is
calculated from

for case A

Nupm52S E
0

x̄b

~1/d̄ !dx̄1E
0

wb

~2]T̃/]R̄!R̄5R̄w
R̄wdw

1E
x̄b8

x̄c

~1/d̄ !dx̄D (33a)

for case B

Nupm52S E
0

x̄b

~1/d̄ !dx̄1E
0

wb

~2]T̃/]R̄!R̄5R̄w
R̄wdw D .

(33b)

The average Nusselt number Nud5andn /l l for the microfin tube,
nominal surface area basis, is related to Nupm as

Nud5Nupm~dn /p!. (34)

The liquid Reynolds number Rel

Rel5G~12X!dn /m l (35)

can be expressed in another form usingũ andg as

Rel54 cosgS 2E
F̄
ũdF̄D (36)

where F̄5F/p2, F is the cross-sectional area of the condensate
per one half of fin pitch. Theũ in Eq. ~36! for region I is obtained
from the solution of Eq.~6!, and that for region II is given by the
solution of Eq.~22!. The Rel determined by Eq.~36! becomes
larger for smallerxb and largert i , taking a finite value together
with r̄ b→`. In this paper, the liquid Reynolds number at an ex-
treme condition that the interfin space is almost completely filled
with condensate is denoted as (Rel)fl . This will be related to an
applicable range of the present prediction method. To discuss the
validity of the present prediction method, the numerical analysis is
executed by the following procedure for a set of experimental
conditions ofG, X, DT, and the dimensions of fin and tube~val-
ues ofh̄, r̄ o , x̄o , u, p, anddn in Table 1!.

~i! Calculate measured Rel from Eq. ~35!.
~ii! Solve Eqs.~14! and~22! subject to the boundary and com-

patibility conditions by assuming
x̄b5x̄o1r̄o«1Dx̄ (37)

and then calculate (Rel)fl from Eq. ~36!. The values ofD x̄
and«, which provide the extreme condensate profile with
r̄ b→`, are assumed as 1024 andp/20, respectively.

~iii! If the relation Rel<(Rel)fl is satisfied, continue the follow-
ing steps. On the other hand, if Rel.(Rel)fl , calculate Nud
from Eq. ~34! by assuming Rel5(Rel)fl for our reference.

~iv! Assumex̄b and solve Eqs.~14! and~22!, and then calculate
Rel from Eq. ~36!.

~v! Repeat~iv! until an agreement of within60.1 percent is
obtained between the two Rel values calculated in~i! and
~iv!.

~vi! Calculate Nud from Eqs. ~33! and ~34! after the conver-
gence criterion in~v! is satisfied.

To ensure the numerical accuracy of Nud , the convergence
criterion in ~v! is changed from60.1 percent to60.01 percent. It
is found that the deviations in Nud calculated with the two crite-
rions are always less than 0.1 percent. Thus the numerical method
proposed here is considered to be accurate to predict the conden-
sation heat transfer characteristics.

Comparison With Experiments and Discussion. Numerical
predictions of the local heat transfer coefficient are compared with
available experimental data including four fluids and three micro-
fin tubes. Figure 8 shows the axial distributions of the measured
and predicted heat transfer coefficients for tubes M1 and M2 at
G>300 kg/~m2 s!, where Nud is plotted versus (12X). Also
shown in Fig. 8 is the distribution of (Rel)fl . In Fig. 8, the symbol
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Fig. 8 Comparison of measured and predicted Nu d values; effect of fin dimen-
sions, tubes M1 and M2

Fig. 9 Axial development of condensate profile: „a… tube M1, „b… tube M2
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s shows the measured Nud . The thick and thin solid lines present
the predicted Nud and (Rel)fl values, respectively. Comparisons of
Nud between the measured and predicted values in the region
Rel<(Rel)fl are meaningful since the annular flow is assumed. For
each tube, Rel increases monotonically, whereas (Rel)fl decreases
monotonically with increasing (12X). Then Rel agrees with
(Rel)fl at 4600 for tube M1 and 2600 for tube M2. It is seen that
the measured Nud is in good agreement with the prediction in the
region Rel<(Rel)fl .

The change of the condensate profile along the groove is of
interest in understanding the heat transfer mechanism. The upper
and lower columns of Fig. 9, respectively, illustrate the conden-
sate profile and the variation of Nup with x̄ for tubes M1 and M2
at three points indicated by~1!–~3! in Fig. 8. It can be seen from
Fig. 9 that the condensate profile is affected strongly by the flow
conditions and fin dimensions as expected. For each tube, the
depth of the condensate flowing through the groove increases with
(12X). As a result, the thin film region shifts towards the fin tip.
This leads to the decrease in the heat transfer rate, as is clearly
seen in the lower column of Fig. 9. It is also interesting to observe
that the depth of the condensate for tube M2 increases more rap-
idly than that for tube M1 due to the smaller interfin space. For
example, the (12X) values at which the interfin space is almost
completely filled with condensate is around 0.7 for tube M1 and
0.36 for tube M2. These facts indicate that the flow pattern tran-
sition from the annular to stratified flow depends on both the flow
conditions and fin dimensions.

Figures 10 and 11 present similar comparisons as shown in Fig.
8, where Fig. 10 shows the effects of the mass velocity and Fig.
11 the effects of the fluid properties. The measured Nud for tube
M3 is recalculated using Eq.~2! from the data of Haraguchi@7#. A

quick inspection of Figs. 10 and 11 reveals that the prediction
method proposed here performs quite well in the region Rel
<(Rel)fl . The model can be applied in a wider Rel range for larger
G, and the region Rel<(Rel)fl is wider for HCFC123 than for
HCFC22 because the vapor density is smaller for HCFC 123 than
for HCFC22.

In summary, the present theory is applicable in the region Rel
<(Rel)fl . Now we develop an approximate expression of (Rel)fl
for practical use. First let us consider a shear-controlled laminar
liquid film with a thickness equal to fin heighth. The momentum
equation is expressed as

d2ũ

dȳ2 50 (38)

whereȳ5y/p. The boundary conditions are

ũ50 at ȳ50 (39)

dũ

dȳ
5Rep

2 at ȳ5h̄ (40)

where h̄5h/p and Rep in Eq. ~40! is calculated from Eqs.~26!
and~28! on the assumptions ofd5h andVi50. After solving Eq.
~38! with the boundary conditions given by Eqs.~39! and ~40!,
substitution ofũ into Eq. ~36! yields

Rel52 cos~g!~Reph̄!2. (41)

In Figs. 8, 10, and 11, the prediction of Eq.~41! is compared with
the numerical results of (Rel)fl . It can be seen that the prediction
is in good agreement with (Rel)fl in trend, but takes up to a 4.5
times larger value than (Rel)fl . This is due to neglecting the ef-

Fig. 10 Comparison of measured and predicted Nu d values: effect of mass
velocity, tube M1
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fects of fin surface on the fluid flow. By reference to Eq.~41!, the
numerical results of (Rel)fl for the three tubes can be approxi-
mated by

~Rel ! fl5cos~g!~Reph̄!2$s̄2h̄t
2 tan~u1p/15!% (42)

wheres̄5s/p, h̄t5h̄2 r̄ 0(12cosu) ands denotes the fin spacing
measured at a distance of one half of fin height from fin root. In
Figs. 8, 10, and 11, prediction of Eq.~42! is shown by dash
double-dot curves. It is seen that Eq.~42! can predict (Rel)fl with
sufficient accuracy except in the region (12X)>0.7 for tube M2.
As a result, for given conditions of the mass velocity, dimensions
of fin and tube, and fluid properties, the maximum Rel below
which the present heat transfer model can be applied is obtained
by first, finding out aX value that satisfies the right-hand sides
of Eqs.~35! and~42! simultaneously, and then calculate Rel from
Eq. ~35!.

In Figs. 8, 10, and 11, the thick dashed lines in the region Rel
.(Rel)fl show the Nud predicted on the assumption of Rel
5(Rel)fl . In this region, the measured Nud deviate toward lower
values than the predictions as the condensation proceeds. This
may be due to a rapid increase in the depth of stratified condensate
in the lower part of the tube not considered in the present model.

All the available experimental data in the region Rel<(Rel)fl
for tubes M1, M2, and M3 are compared with the present predic-
tions in Figs. 12 and 13, where (Nud)mea and (Nud)pre denote
the measured and predicted Nud values, respectively. It is seen
from Figs. 12 and 13 that the prediction method proposed here
provides satisfactory predictions with a mean absolute deviation
of 15.1 percent.

Fig. 11 Comparison of measured and predicted Nu d values: effect of fluid
properties, tube M3

Fig. 12 Comparison of measured and predicted local heat
transfer coefficients: tubes M1 and M2

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 89

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Conclusions
Experimental and numerical studies have been performed for

the condensation of a vapor in horizontal, smooth, and spirally
grooved microfin tubes. Two microfin tubes have been tested to
study the effects of fin dimensions on the axial variation of the
heat transfer coefficients. Based on the flow observation study
with use of an industrial bore scope, the film flow model between
fins in the annular flow regime has been proposed. The conclu-
sions are summarized as follows:

1 The flow observation study has revealed that the condensing
two-phase flow pattern is divided into two major flow regimes in
a horizontal, spirally grooved microfin tube. One is the annular
flow, where most of the condensate flow through the grooves
without apparent turbulent mixing in the condensate film. The
other is the stratified flow, where a stratified condensate flowing
through the lower part of the tube exists.

2 Numerical analysis has been performed for the condensation
heat transfer in the annular flow regime. The model assumes that
all the condensate flow occurs through the grooves. For each
groove, laminar condensate film is divided into the thin and thick
film regions to facilitate the numerical analysis. In the thin film
region formed on the fin surface, the condensate flow under the
influences of combined surface tension and vapor shear forces has
been considered, while in the thick film region formed in the
groove, the condensate profile has been approximated by a circu-
lar arc and the shear-controlled condensate flow has been taken
into consideration.

3 The available experimental data of the local heat transfer
coefficient including four fluids and three microfin tubes have
been found by the present prediction method to have a mean ab-
solute deviation of 15.1 percent.

4 For a set of conditions of the mass velocity, dimensions of fin
and tube, and condensing fluid, the maximum liquid Reynolds
number below which the present prediction method can be applied
is obtained as follows. First, find out the vapor mass quality that
satisfies the right-hand sides of Eqs.~35! and~42! simultaneously,
then calculate the liquid Reynolds number from Eq.~35!.
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Nomenclature

a, b, c 5 dimensionless number, Eq.~5!
cpl 5 specific heat of condensate
dn 5 nominal diameter
do 5 tube outer diameter
dr 5 fin root tube diameter

2F 5 cross-sectional area of condensate between fins
f i 5 friction factor at condensate surface, Eq.~27!
g 5 gravitational acceleration
h 5 fin height

hf g 5 specific enthalpy of evaporation
G 5 test fluid mass velocity

Ga 5 Galileo number5gdn
3/n l

2

Dl 5 length of subsection
ṁ 5 condensation mass flux5ṁ/rn
n 5 number of grooves

Nud 5 Nusselt number for tube, nominal surface area basis
(Nud)g 5 Nusselt number for smooth tube, gravity-controlled

regime, Eq.~5b!
(Nud)v 5 Nusselt number for smooth tube, vapor shear-

controlled regime, Eq.~5a!
Nup 5 local Nusselt number for fin surface, Eq.~32!

Nupm 5 average Nusselt number for fin surface, Eq.~33!
P 5 static pressure
p 5 fin pitch

Ph 5 phase change number5cplDT/hf g
Prl 5 liquid Prandtl number

DQ 5 heat transfer rate in subsection
q 5 heat flux

qn 5 heat flux, nominal surface area basis
R 5 radial coordinate, Fig. 7
r 5 radius of curvature of liquid-vapor interface

r b 5 radius of curvature of condensate surface in thick
film region

r o 5 radius of curvature at corner of fin tip, Fig. 7
Rel 5 liquid Reynolds number, Eqs.~35!, ~36!

(Rel)fl 5 liquid Reynolds number under extreme condition that
interfin space is almost completely filled with con-
densate

Rep 5 shear Reynolds number5At i /r l p/n l
Rev 5 vapor Reynolds number5GXdn /mv

s 5 fin spacing measured at a distance of one-half of fin
height from fin root

Ss 5 dimensionless number5sphf g /(l ln lDT)

Fig. 13 Comparison of measured and predicted local heat transfer coefficients: tube M3
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Sv 5 dimensionless number5t i p
2hf g /(l ln lDT)

T 5 temperature
Ts 5 vapor saturation temperature
Tw 5 inner wall temperature

Twm 5 measured wall temperature
Tc 5 cooling water temperature

DT 5 vapor-to-wall temperature difference5Ts2Tw

T̃ 5 dimensionless temperature5(T2Tw)/(Ts2Tw)
Uv 5 axial vapor velocity5GX/rv

u 5 velocity component inz-direction
ũ 5 dimensionless velocity5up/n l

Vi 5 suction velocity at condensate surface5ṁ/rn
v 5 velocity component inx-direction
X 5 vapor mass quality

x,y,z 5 coordinates, Fig. 7
xo ,xt 5 coordinates at connecting points between straight and

round portions of fin, Fig. 7
xb ,xb8 5 coordinates at connecting points between thin and

thick film regions, Fig. 7
xc 5 coordinate at midpoint of interfin space, Fig. 7
a 5 heat transfer coefficient

an 5 heat transfer coefficient, nominal surface area basis
as 5 heat transfer coefficient for smooth tube, Eq.~3!
g 5 helix angle
d 5 condensate film thickness
« 5 angle, Fig. 7
h 5 coordinate, Eq.~31!
u 5 fin half tip angle, Fig. 7
l 5 thermal conductivity
m 5 viscosity
n 5 kinematic viscosity
j 5 coordinate, Eq.~30!
r 5 density
s 5 surface tension
t 5 shear stress

t i 5 shear stress at condensate surface
w 5 angular coordinate, Fig. 7

wb 5 angle subtended at originO by an arc with radiusr b ,
Fig. 7

c 5 circumferential angle measured from tube top
Q 5 dimensionless time

Subscripts and Superscripts

b 5 boundary of thin and thick film regions
c 5 cooling water; also center of interfin space
g 5 gravity-controlled regime
i 5 condensate surface

in 5 vapor inlet

l 5 condensate
n 5 nominal surface area basis
s 5 saturation; also surface tension-controlled regime
n 5 vapor; also vapor shear-controlled regime
w 5 wall
¯ 5 nondimensionalized byp or p2
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Flammability Measurements
of Difluoromethane
Difluoromethane (CH2F2, or R-32) is a candidate to replace ozone-depleting chlorofluo-
rocarbon refrigerants. Because CH2F2 is flammable, it is necessary to assess the hazard
posed by a leak in a refrigeration machine. The currently accepted method for determin-
ing flammability, ASTM E 681 has difficulty discerning the flammability boundary for
weak fuels such as CH2F2. This article describes an alternative approach to identify the
limits of flammability, using a twin, premixed counterflow flame. By using the extinction of
an already established flame, the point dividing flammable from nonflammable becomes
unambiguous. The limiting extinction mixture changes with stretch rate, so it is conve-
nient to report the flammability limit as the value extrapolated to a zero stretch condition.
In the burner, contoured nozzles with outlet diameters of 12 mm are aligned counter to
each other and spaced 12 mm apart. The lean flammability limit of CH2F2 in dry air at
room temperature was previously reported by the authors to be a mole fraction of 0.14,
using the twin counterflow flame method. In the current study, relative humidity was not
found to affect the lean limit. Increasing the temperature of the premixed fuel and air to
100°C is shown to extend the flammability limit in the lean direction to 0.13. The rich
limit of CH2F2 found using the counterflow method is around 0.27. The uncertainties of
the measurements are presented and the results compared to data in the literature.
@S0022-1481~00!02501-9#

Keywords: Combustion, Fire, Flame, Heat Transfer, Refrigeration

Background
An accepted method for determining the flammability limits of

gaseous fuels is described in ASTM Standard E 681@1#. The
minimum and maximum concentrations of the fuel in air for flame
propagation are based upon the observed ignition and growth of a
flame in a vessel filled with a quiescent fuel/air mixture at a speci-
fied uniform temperature and pressure. A clear distinction is
sought between a mixture which creates a nonpropagating flicker
and a flame which has enough horizontal propagation to be haz-
ardous. When applied to fuels like methane or propane, these tests
give well-defined results. Weak fuels like difluoromethane
(CH2F2, or R-32!, however, have a greater sensitivity to the test
conditions and provide ambiguous limits~see Table 1 and refer-
ences therein!. The ignition energy and type~spark, match-head,
heated wire!, the complex geometry of the flame, and wall effects
all contribute to this ambiguity.

Many of the difficulties associated with the ASTM measure-
ments of flammability are not present in the approach suggested in
the papers by Wu and Law@2# and Law et al.@3#. The earlier
paper employed a laminar flame impinging on a flat plate to de-
termine the speed at which different concentrations of
hydrocarbon/air mixtures burn. By repeating the experiments at
diminishing flow rates, it was possible to plot the measured flame
speed versus the flow rate, and to extrapolate the results to iden-
tify the flame speed corresponding to an experimentally unattain-
able zero-flow condition. In the second paper~@3#! the authors
replaced the flat plate with a counterflowing mixture of the fuel
and air, which produced twin flat flames separated by a close-to-
adiabatic stagnation plane. They determined the gradient of veloc-
ity normal to the flame at the extinction condition as a function of
the concentration of methane and propane in the mixture. By re-
peating the experiment at lower and lower velocities, it is possible
to extrapolate to a concentration that would exist at zero flow,

which is proposed here to be an equivalent definition of flamma-
bility limit. Unlike the ASTM apparatus, the counterflow burner
method entirely avoids issues surrounding the design of an igni-
tion mechanism, it minimizes heat loss and wall effects, and also
it is amenable to computational analysis.

A twin-flame counterflow burner was selected by Womeldorf
and Grosshandler@4# to determine the lean flammability limit
~LFL! of CH2F2 in dry air at ambient temperature. At the limiting
lean mixture, the reaction rate is slowed to the point that the
residence time in the flame~which is maintained about constant
since the velocity and spacing are fixed! is insufficient for com-
plete combustion to occur, leading to flame extinction. On the
other hand, when a fixed concentration of the fuel is maintained,
increasing the jet velocity forces the flames towards the stagnation
plane lying equidistant between the two burner jet outlets. At a
sufficiently high velocity the time through the reaction zone be-
comes so short that the reactants pass through faster than they can
burn, decreasing the combustion efficiency to a point that not
enough heat is released to propagate the flame. Again, extinction
follows.

The effect of jet velocity and spacing can be combined into a
single parameter called the global stretch rate,Kg , defined as the
average velocity at the exit of the burner jet divided by the dis-
tance between the exit plane and the stagnation plane~i.e., half the
nozzle separation!. The mole fraction of refrigerant at extinction
can be plotted against diminishing values ofKg , and linear ex-
trapolation used to determine the minimum mole fraction of fuel
required to propagate a flame at the zero-flow (Kg50 s21) condi-
tion. This is the LFL of the fuel for the given initial conditions
~ambient temperature, pressure, and relative humidity!.

Difluoromethane has a molecular weight of 0.052 kg/mol, a
boiling temperature of251.7°C at 101 kPa, a saturation pressure
of 1.69 MPa at 25°C, a specific heat~gas phase!of 0.843
kJ/kg-°C, and an enthalpy of combustion of29.35 MJ/kgfuel. The
complete, stoichiometric combustion of CH2F2 in dry air is given
by the following expression:

CH2F21~O213.76 N2!→CO212 HF13.76 N2. $R1%
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The stoichiometric mole fraction of CH2F2, XCH2F2
, in dry air is

0.1736. The equivalence ratio,F ~defined as the fuel-to-air mole
ratio divided by the stoichiometric fuel-to-air mole ratio!, is re-
lated to the mole fraction byF54.76XCH2F2

/(1 –XCH2F2
); in the

counterflow burnerF is equal to 4.76 times the ratio of the vol-
ume flow of CH2F2 to the volume flow of air.

The temperature and products of combustion of difluo-
romethane at adiabatic, equilibrium conditions were determined
by Womeldorf and Grosshandler@4# for different values of
equivalence ratio. For CH2F2/dry air mixtures, initially at 25°C
and 101 kPa, the peak temperature, 1940°C, occurs whenF
51.05. At approximately the sameF, the CO2 reaches a peak
mole fraction of about 0.13. The mole fraction of HF at stoichio-
metric conditions is close to 0.30, and it continues to increase with
F. The mole fraction of H2O in the dry flame is over two orders-
of-magnitude less than the mole fractions of HF and CO2.

Womeldorf and Grosshandler@4# estimated the adiabatic, sto-
ichiometric laminar flame speed of CH2F2/air to be 67 mm/s. They
also measured the lean flammability limit mole fraction to be
0.1460.006, which corresponds to a limiting lean equivalence
ratio of 0.7860.04, when the air is dry and at 35°C65°C.

The refrigeration industry is interested in identifying the hazard
associated with a leaking refrigerant as installed in the field,
where the temperature and humidity differ from the above experi-
mental conditions. Mixtures at higher temperatures are expected
to be more flammable, while the impact of changing the relative
humidity is less clear. The current paper addresses these points,
and describes experiments in which the temperature is increased
to 100°C and the dew point of the air is set at 12°C~equivalent to
50 percent relative humidity at 23°C and 101 kPa!. Estimates of

the rich flammability limit and the global stretch rates at extinc-
tion for all mixtures between the lean and rich limits are also
provided.

Facility Design and Operation
Figure 1 is a schematic of the experimental facility. The coun-

terflow burner is cylindrical, about 100 mm in outside diameter
and 450 mm high. The critical dimensions are the nozzle separa-
tion and the nozzle diameter, both of which are fixed at
12.0 mm60.2 mm. Air premixed with the fuel enters the upper
and lower sections of the burner. The flow is straightened and
made uniform with honeycomb, fine mesh screens, and a converg-
ing nozzle with an area contraction ratio of 44:1. Nitrogen flows
in a concentric annulus to quench the reactants as they escape
from the flame, to prevent the flame from stabilizing on the nozzle
rim, and to reduce entrainment of air. To eliminate unwanted air
currents around the burner and direct the exhaust gases upward,
the entire burner is enclosed within a 300-mm diameter Plexiglas
tube.

The burner flanges directly exposed to the flames are water-
cooled to maintain their integrity and to minimize heat transfer
upstream into the reactant flow. Water flows through a copper
tube coiled around the upper chamber of the burner to prevent the
exhaust gases from preheating the upper section. Thermocouples
are located on the centerline just upstream of the contraction
nozzles to monitor the incoming mixture temperatures. Flamma-
bility measurements at temperatures above the ambient are con-
ducted by heating the air/refrigerant mixtures and controlling the
temperatures of the upper and lower burner sections.

Table 1 Lean flammability limits of CH 2F2 Õair at ambient temperature „unless
indicated otherwise … using different experimental methods

Data from References@4,6,7,22,23#.
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The reactants are stored in individual pressurized cylinders. The
air is certified to have a mole fraction of O2 equal to 0.2110
60.0002, with water and hydrocarbon levels below 1026. The
remaining components~N2, Ar, and CO2! are as taken from the
atmosphere. The air is routed through a humidifier prior to reach-
ing the burner. The CH2F2 is a liquid at room temperature and
1.69 MPa, and is claimed by the manufacturer to contain mass
fractions of water and nonvolatile residues of less than 1025 and
noncondensable contaminates of less than 1.5 percent by volume.
The CH2F2 supply bottle is connected to a lower pressure expan-
sion tank to minimize pulsation in the flow of gas. The air and the
refrigerant are combined at the upper and lower sections of the
burner. The concentration of gases in the mixture is maintained
through electronic mass flow controllers. All flow controllers are
calibrated to62 percent of value with the gas used during testing.
Hydrofluoric acid in the exhaust stream is removed using a water
spray scrubber. Complete details of the facility design can be
found in the final report by Grosshandler et al.@5#.

A computer controls the flow and monitors the inlet tempera-
tures and pressure. Either the mole fraction of fuel or the global
stretch rate can be chosen as the independent experimental vari-
able. The other then becomes the dependent parameter. Before
beginning an experiment, the burner is preheated and measure-
ments of the air humidity are taken. An initial lighting condition is
chosen which is robust enough for easy ignition, but has a flow

velocity greater than the flame speed to prevent flashback into the
burner. Depending on the conditions, the luminescent region is 10
mm to 20 mm in diameter and the gap between the flames is about
4 mm or less. Once the flame has stabilized, the flow settings are
changed in small increments to bring the conditions closer to ex-
tinction. Refer to@5# for operational details.

Experimental Results
The effect of humidity on the extinction stretch rate of close to

room temperature, lean CH2F2 flames was determined by repeat-
ing the experiments of Womeldorf and Grosshandler@4# with air
at a relative humidity of 43 percent. The dotted line in Fig. 2 is a
least-squares fit of the data~solid diamonds!, with the mole frac-
tion of CH2F2 in the mixture plotted versus the global stretch rate
at extinction. The spread in the data points is indicative of the
experimental uncertainty. Mole fractions above and to the left of
the line are flammable; below and to the right of the line a steady
flame cannot be maintained. The dashed line in the figure repre-
sents a least-squares fit of the dry air experiments~open dia-
monds!conducted at the same initial temperature. The difference
in the intercept of the two lines is well within the experimental
uncertainty~estimated in a following section to be6 0.004!, in-
dicating that humidity does not significantly alter the lean flam-
mability limit. This implies that even though the H/F ratio in the

Fig. 1 Block diagram of counterflow burner experimental facility
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fuel is unity, enough water vapor is formed during combustion
that the addition of more H2O is in excess of the minimum nec-
essary to supply the critical H and OH chain carrying radicals.

The temperature of the mixture was increased to 100°C65°C
and experiments were conducted under dry and humid conditions
to assess any impact on the lean flammability limit. The dew point
was maintained between 11.6°C and 13.4°C for the results plotted
as the solid circles in Fig. 2. The open circles correspond to dry
conditions. The solid line is a linear fit through the dry and moist
data for global stretch rates between 30 and 70 s21. An extrapo-
lation of the line to a zero stretch condition yields a lean flamma-
bility limit CH 2F2 mole fraction of 0.13160.004. The temperature
can be seen to have a measurable impact on the LFL, decreasing
the lean limit almost seven percent as the initial conditions are
changed from 30°C to 100°C. While the intercepts of the three
curve-fits change with the temperature, the lines remain almost
parallel. The slope of the extinction mole fraction versus
stretch rate curves lie between 0.46 ms-mole/mole and 0.48
ms-mole/mole.

The equivalence ratio that leads to the maximum extinction
stretch rate is dependent upon the fuel. For example, Law et al.
@3# found that for methane/air mixtures, the highest extinction
stretch rate occurs forF50.95, while for propane/air mixtures,
the most robust mixture is associated with an equivalence ratio
near 1.20. To determine the mixture of CH2F2 in air that leads to
the most difficult flame to extinguish, additional experiments were
performed for stoichiometric and rich conditions.

Figure 3 is a plot of the data, taken at a nominal temperature of
100°C and a dew point of 12°C. The lower portion of the curve,
for Kg less than 70 s21, includes some of the same data shown in
Fig. 2. The horizontal line corresponds toF51.0 (XCH2F2
50.1736). It is evident that the stoichiometric condition is not the
most difficult to extinguish. Operating at a CH2F2 mole fraction of
0.202 increases the extinction stretch rate to 156 s21, compared to
102 s21 for a stoichiometric flame. The peak mole fraction corre-
sponds to an equivalence ratio of about 1.20, which is similar to

the behavior of propane/air flames. The shift to fuel-rich condi-
tions for maximum flame stability cannot be attributed to a higher
temperature since atF51.2 the equilibrium adiabatic condition
produces a temperature well below the peak, which occurs when
F51.05. The difference in equivalence ratios corresponding to
peak stretch rates for propane and methane has been attributed
~@3#! to the less than unity Lewis numbers~defined as the thermal
diffusivity divided by the deficient reactant mass diffusivity!,
which occur for propane under rich conditions and for methane
under lean conditions. The Lewis number for the CH2F2 /air flame
is, as for propane, less than one for rich mixtures.

The structure of rich flames is more complex than flames in
lean mixtures because recombination reactions lead to multicar-
bon species and soot, and preferential diffusion of the H-atom is
enhanced among the field of larger hydrofluorocarbon molecules.
Even so, inspection of the upper branch of the flammability curve
in Fig. 3 suggests that a linear extrapolation to a zero-stretch
condition can yield an identifiable upper limit. A straight-line fit
through the data withXCH2F2>0.24 has ay-intercept of 0.271;
excluding data with stretch rates greater than 60 s21 produces
a slightly lower value, 0.263. These values are less than most of
those reported in the literature, which range for ambient initial
conditions from 0.269 using a flame tube and fuse wire~@6#! to
0.334 measured in the ASTM E-681 apparatus with a match
ignitor ~@7#!.

Analysis and Discussion

Uncertainty Analysis. The measured flammability limits are
subject to uncertainties from several sources, including errors in
flow measurements; variations in temperature, pressure and com-
position; the rate at which the extinction point is approached;
changes in burner geometry; and nonlinear effects near the zero-
stretch rate condition. Flow calibration and measurement uncer-
tainties were examined and described in detail by Grosshandler
et al. @5#. An uncertainty in mole fraction of60.006, with a 95
percent confidence interval, was estimated based upon the as-
sumed linear relation between the LFL and stretch rate, and the
dependence of each on the uncertainty in measured flows. In the
current work, additional mass flow controllers have been added,
which are sized to operate close to the middle of their dynamic

Fig. 2 Lean extinction mole fraction of CH 2F2 in air as function
of global stretch rate, comparing effect of humidity and initial
temperature: solid symbols, TdpÄ12°C; open symbols, dry

Fig. 3 Extinguishing stretch limits of CH 2F2 in air mixtures ini-
tially at 100°C and TdpÄ12°C
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range during most of the experiments, and to allow independent
control of the upper and lower burner sections. Both of these
conditions lead to less uncertainty in the flow.

The impact on the uncertainty of the results caused by varia-
tions in humidity, unknown concentrations of trace species in the
reactants, and variations in inlet temperature cannot be expressed
in a simple mathematical expression because of the complex re-
lationships between these parameters and the flame chemistry.
The uncertainty in dew point is about61°C, which, based upon
the measurements with and without any moisture added, is an
insignificant variation. One would not expect small changes of the
barometric pressure, which ranges between about 98 and 100 kPa,
to affect flame stability. The average temperature of the reactants
as they enter the burner nozzle varies less than 10°C, and the
maximum difference in temperature between the upper and lower
sections is approximately the same. Higher temperatures are
known to stabilize the flame, but since the actual temperature at
extinction varies in the experiment in a non-systematic way, the
uncertainty in flammability limits caused by variations in reactant
temperature can be reduced by replication. The high degree of
repeatability of the extinction conditions indicate that such ran-
dom errors are smaller than the uncertainty in flow.

The extinction process is dynamic and the response times of the
electronic flow controllers and burner are nonzero. This means
that the exact conditions at the nozzle exit and in the flame during
the precise point of extinction are not measured. The uncertainty
due to this behavior is reduced by ensuring that changes in flow
conditions occur at a rate slower than the response time of the
burner and control system, which is estimated from the volume of
the burner and the typical flow rate to be about 10 s. The condi-
tions at extinction are taken to be the readings just after the
change in flow setting. The uncertainty can be estimated to be one
half the increment between the previous and final step if the flow
controllers do not overshoot the new set point. This value varies
among tests, but is typically less than 0.5 percent of the recorded
stretch rate or mole fraction.

The effect of intentionally changing the burner geometry on the
measured LFL has been found to be significant~@5#!. This is dis-
tinct from small changes due to imperfections in the burner or
misalignment in assembly. The burner was disassembled for
cleaning a number of times and physically relocated from one
laboratory to another. No extraordinary care was taken to reas-
semble the nozzles precisely in the same manner each time. It is
estimated that the nozzle spacing and centerline alignment could
have varied by as much as 0.5 mm.~The measured separation
distance60.2 mm was always used to compute the global stretch
rate.!As long as an entire test sequence was conducted without
disassembling the burner, no additional uncertainty in LFL was
found distinct from the random errors associated with run-to-run
variations. Table 1 lists the lean flammability limit of CH2F2 /air
mixtures found in the literature using alternative techniques. Exact
temperature, pressure, and humidity were not always listed in
these other studies, nor were the uncertainties quantified. How-
ever, the values of the LFL reported bracket those determined in
the current study.

Nonlinear Extrapolation and Flame Radiation. The basis
for assuming that the LFL can be obtained by a linear extrapola-
tion of the extinction mole fraction to a zero-stretch condition is
the satisfactory agreement between the experimental measure-
ments and a straight-line fit to the global stretch rate.~An identical
approach was used effectively by Wang et al.@8# for prevaporized
benzene/air mixtures.! Although a strong correlation (R2

50.988) is undeniable from a statistical analysis over stretch rates
between about 30 and 60 s21, the critical lower stretch conditions
necessary to confirm linearity are unattainable in the burner due to
the presence of buoyant instabilities.

There are two major difficulties with the linear extrapolation
approach: First, the global stretch rate is not equal to the local
stretch rate at the flame front; and second, a microgravity study

~@9#! and theoretical analysis~@10#! indicate that the approach to a
zero-stretch condition is not linear, and is affected by radiation
and the fuel Lewis number. The impact on the LFL of using the
global stretch rate is lessened ifKg is proportional to the local
stretch rate, even if the two values differ significantly in magni-
tude. Kobayashi and Kitano@11# found the proportionality to be
about constant in their counterflow burner. Preliminary LDA mea-
surements of the axial velocity profile led to the conclusion that
the seed particles have a negative impact on the low stretch
CH2F2 /air flames, causing them to extinguish prematurely. As a
result, the analysis conducted in the present paper is based upon
the assumption that the global stretch rate is proportional to the
local stretch rate over the range of conditions examined.

Sorhab et al.@12# established a theoretical role for radiation
loss in the extinction of a gaseous diffusion flame at a stagnation
point. The existence of a blow-off limit in laminar diffusion
flames controlled by radiation losses under slightly stretched con-
ditions was shown to exist by T’ien@13#. The extent to which
radiation heat loss affects the zero-stretch condition in our pre-
mixed, counterflowing twin flame is investigated by first assuming
that at extinction, the chemical reaction time (tc) is about equal to
the residence time of the fluid in the flame front (t f), as done by
Chung et al.@14#. The characteristic residence time scales with
the inverse ofKg . If the reaction rate, which scales with the
inverse oftc , is taken to be first order in CH2F2 and oxygen
concentration and Arhenius in form, then the following empirical
expression can be used to model the extinction stretch rate:

reaction rate}1/tc'1/t f'Kg}@CH2F2#@O2#exp~2c1 /Tf !,
(1)

wherec1 is an effective activation temperature andTf is the flame
temperature. The adiabatic equilibrium temperature of a lean
CH2F2 /air flame can be approximated in terms of the stoichio-
metric value,Tad,st , the inlet temperature,Ti , and the mole frac-
tion of fuel ~assuming the excess air acts as a heat sink with
constant specific heat!:

Tf5Ti1~Tad,st2Ti !XCH2F2/~0.1215XCH2F210.1525!. (2)

The concentrations are proportional to their respective mole frac-
tions and the molar density, which decreases with increasing inlet
temperature, or

@CH2F2#@O2#}XCH2F2~12XCH2F2!/Ti
2, (3)

and Eq.~1! can be written as

Kg5c2@XCH2F2~12XCH2F2!/Ti
2#exp~2c1 /Tf !, (4)

wherec2 is a proportionality constant.
The extinction stretch rates for the lean data shown in Fig. 3 are

replotted in Fig. 4, with the best fit of Eq.~4! drawn through the
points with the dot-dash line~labeled ‘‘adiabatic, nonlinear ex-
trapolation’’!. The activation temperature,c1 , and proportionality
constant,c2 , are 15,900 K and 1.331011 K2/s, respectively. Al-
though the data match the line down to the leanest conditions
attainable in the burner, following the curve to a stretch rate of
zero suggests that the lower flammability limit is zero. A more
useful and physically meaningful result is obtained when radiation
from the flame is considered.

Treating the radiative heat loss,Qrad, as a fractional decrease in
enthalpy of combustion,DHc , the flame temperature with heat
loss,Tf ,rad, can be found by modifying Eq.~2! to be

Tf ,rad5Ti1~12uQrad/DHcu!

3@~Tad,st2Ti !XCH2F2/~0.1215XCH2F210.1525!#. (5)

The flame is approximated as a uniform column of optically thin
gas with a height one-half its diameter,D. The energy radiated
from the gas per unit time can be shown to be 0.5pD3skpTf ,rad

4 ,
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where kp is the absorption coefficient ands is the Stefan-
Boltzmann constant@15#. The radiation loss in Joules per kilo-
gram of CH2F2 can thus be estimated to be

Qrad54t fskpTf ,rad
4 ~RTf ,rad/P!/~0.052XCH2F2!. (6)

Equation~6! indicates that the radiation loss increases in an un-
bounded fashion directly with the flow time; hence, asKg
('1/t f) approaches zero, the chemical reaction will be quenched.
The absorption coefficient was estimated with RADCAL@16#
from the equilibrium temperature and products assuming HF has
about the same band strength as CO. It was found to vary between
0.66 m21 at stoichiometric conditions and 1.12 m21 whenXCH2F2
equals 0.11, so a single value forkp of 0.8 m21 was chosen to be
representative over the range of mole fractions. Using 373 K and
101 kPa for the initial temperature and pressure, and
29.35 MJ/kgCH2F2 for DHc , the flame temperature accounting for
radiative loss can thus be expressed as

Tf ,rad53731@123.08310217~Tf ,rad
5 /Kg!/XCH2F2#

3@1838XCH2F2/~0.1215XCH2F210.1525!#. (7)

The temperature from Eq.~7! can be inserted into Eq.~4!, pro-
ducing the best fit to the experimental data withc1512,000 K and
c253.131011 K2/s. The dashed line in Fig. 4, labeled ‘‘nonadia-
batic, nonlinear extrapolation,’’ shows the result. Accounting for
radiative heat loss does two things; first, it shifts the extinction
mole fraction curve upward, and second, it demonstrates a true
lower limit, as indicated by the* in Fig. 4. No solutions are
mathematically obtainable forXCH2F2,0.134. The nonadiabatic,
nonlinear theory predicts an LFL very close to the simple linear
extrapolation~solid line in Fig. 4!, validating the use of a linear
extrapolation for yielding a conservative value for the LFL.

Other affects such as conduction losses, preferential diffusion,
and flame distortion due to buoyancy act to move the LFL up-
ward. ~See, e.g., the series of reports by Hertzberg@17–20#!. By
contrast, negative flame stretch~@2#! and reabsorbed radiation
~@21#! both act to widen the limits of flammability. All of these
phenomena contribute to the hazard posed by the leak of a flam-
mable fluid, and an assessment of the actual application is always
required to assure safety. The LFL determined by extrapolation to
the zero-stretch limit in the counterflowing flame provides an un-
ambiguous starting point for this assessment.

Conclusion
In this work, a counterflow burner has been used to determine

the extinction stretch limits of CH2F2 /air flames for differing mix-
ture inlet conditions. The following conclusions are made based
upon the experimental results and analysis:

• An increase in relative humidity from 0 to 50 percent~based
upon an air temperature of 23°C! has no measurable effect above
the experimental uncertainty on the extinction limits of a lean
CH2F2 /air stretched flame.

• An increase in initial temperature from 30°C to 100°C widens
the lean flammability limit in a measurable way. The LFL recom-
mended for CH2F2 /air ~dew point of 12°C61°C!mixtures is
0.1360.004 when the inlet temperature is 100°C65°C and the
pressure is 99 kPa61 kPa.

• The rich flammability limit for CH2F2 /air at 100°C and a dew
point of 12°C is estimated to lie between 0.26 and 0.29, based on
linear extrapolation of a limited amount of data to a stretch rate of
zero. Additional studies are required to better understand the be-
havior of fuel rich flames.

• The maximum extinction global stretch rate for CH2F2 /air
flames is 156610 s21 for initial mixture conditions of 100°C and
a dew point of 12°C. This occurs when the mole fraction of CH2F2
is 0.202 (F'1.2).

• If a nonlinear extrapolation to the zero-stretch condition is
used and radiative loss is taken into account, the LFL at 100°C is
about the same as for the linear extrapolation method~within ex-
perimental uncertainty!, giving credence to the linear extrapola-
tion technique for lean mixtures in air of fuels similar to CH2F2.
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Nomenclature

c1 5 effective activation temperature, K
c2 5 proportionality constant in Eq.~3!, K2 s21

DHc 5 enthalpy of combustion, J/kgfuel
kp 5 radiative absorption coefficient, m21

Kg 5 global stretch rate, s21

LFL 5 lean flammability limit, mole fraction of fuel in mixture
P 5 pressure, Pa

Qrad 5 radiative heat loss, J/kgfuel
R 5 ideal gas constant

Tad,st 5 adiabatic, equilibrium, stoichiometric flame temperature,
K

Tdp 5 dew point temperature, K
Tf 5 flame temperature, K

Tf ,rad 5 flame temperature with radiative cooling, K
Ti 5 mixture inlet temperature, K
Xi 5 mole fraction of speciesi
s 5 Stefan-Boltzmann constant
tc 5 characteristic chemical reaction time, s
t f 5 characteristic fluid residence time, s
F 5 fuel/air equivalence ratio
@ # 5 concentration of species, moles/m3
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Modeling of Conjugate Two-
Phase Heat Transfer During
Depressurization of Pipelines
Transient conjugate two-phase heat transfer during depressurization of pipelines contain-
ing flashing liquids is examined in this paper. A numerical model for transient flashing
liquid flow in a pipe is formulated. The model takes into account the transient radial heat
conduction and the forced convection effects. Numerical simulation of flashing two-
component (propane and butane) flow is performed in order to investigate the effect of
wall friction on the heat transfer conditions in the pipe. The simulation results are com-
pared with predictions of the model that are based on a new formulation of energy
equation proposed by the author in an early study. A comparison of the results obtained
allows one to determine the range of applicability of the new energy equation formula-
tion. A procedure is proposed for choosing an appropriate model for predicting transient
conjugate two-phase heat transfer during releases of flashing liquids from pipes. A crite-
rion of thermodynamic similarity for flashing liquids flows in pipes or channels is formu-
lated. The proposed criterion provides the basis for selecting model fluids and for con-
structing experimental models of systems containing flashing (volatile) liquids with scaled
thermodynamic conditions. An example of its use is given.@S0022-1481~00!02001-6#

Keywords: Conjugate, Heat Transfer, Modeling, Two-Phase, Unsteady

Introduction
The depressurization~blowdown! of a pipeline conveying a

flashing~volatile! liquid may lead to a significant drop in the fluid
temperature. The temperature difference between the flashing liq-
uid flowing through the pipeline and the pipe wall, produced in
this process, causes the transfer of energy stored in the wall to the
fluid. In many technical applications, the pipe wall has a finite
thickness and the thermal boundary condition is known at the
outer surface of the wall. This situation presents a conjugate heat-
transfer problem since the heat transfer rate at the wall-fluid in-
terface and local fluid conditions are not known a priori, and
therefore need to be simultaneously calculated.

A growing number of multiphase technology applications in the
petroleum, chemical, aerospace, power, and process industries
stimulate the development of reliable methods for analyzing tran-
sient processes in two-phase systems in which the temperature
field in the moving fluid and the temperature field in the bounding
walls are directly dependent on each other. Examples of such
types of processes include; controlled or accidental blowdowns of
subsea oil/gas pipelines, the loss of coolant accident in a nuclear
power plant, and release of highly volatile multicomponent liquids
during accidents in chemical plants.

Much research has been carried out to investigate the conjugate
heat transfer in single-phase flows. Existing methods of solving
the problem include exact, approximate, and numerical tech-
niques. The early attempts to treat the problem are based on the
exact and approximate methods, in which simplifying assump-
tions are made regarding the thermal capacity of the fluid, the
thermal capacity, and conductivity of the wall~@1–3#!. The most
rigorous mathematical formulation of the problem~@4#! takes into
account the radial heat conduction, the axial heat conduction, and
the thermal capacity effects both in the fluid and in the pipe wall.
In this case, the governing equations both for the fluid flow and
for the pipe wall are solved numerically.

Solving the problem of the conjugate heat transfer in a flashing

liquid flow is a complex task because of the difficulties associated
with modeling of the forced convection under two-phase flow
conditions. The traditional approach to solving the two-phase con-
jugate heat transfer problem is based on experimental correlations
for boiling heat transfer and a numerical model of transient heat
conduction in the wall. The fluid flow is modeled by a system of
equations for two-phase flow, in which the energy equation in-
cludes a source term governing the wall-to-fluid heat transfer. The
transient heat conduction in the walls that bounds the flow is
modeled by the heat conduction equation. Many two-phase heat
transfer correlations have been proposed for forced-convection
boiling ~for example, Chen@5#, Klimenko @6#, and Shah@7#!. Un-
like the boiling process in which the change of phase is the result
of heating of the fluid, flashing of the liquid occurs due to its
depressurization. The issue regarding the applicability of the boil-
ing heat transfer correlations to the prediction of forced convec-
tion in flashing liquid flows has not been studied.

Fairuzov@8# proposed a new approach to solving the problem
of transient conjugate heat transfer in flashing liquid flows. This
approach is based on the assumption that the pipe wall and fluid
flow are in local thermal equilibrium. The energy equation is for-
mulated for a control volume comprising an element of the fluid
and an adjoining element of the pipe wall. The effect of thermal
capacity of the wall is incorporated into the energy equation for
the fluid flow in the form of an additional term. Hence, a model
based on this approach does not require predicting the heat con-
duction within the pipe wall in order to take the wall-to-fluid heat
transfer into account. This enables one to simplify the governing
equations and reduce significantly the computer running time.
More recently Fairuzov@9# found a numerical solution for the
blowdown problem based on the modified energy equation and
introduced a dimensionless parameter, the factor of adiabaticity of
flashing flow or Fa, that governs the effect of the pipe-wall ther-
mal capacity on the two-phase flow behavior. This parameter al-
lows one to quantify the departure from adiabatic conditions
caused by the transfer of heat from the wall to the flow. For a
single-component flashing liquid flowing through a channel of
cross-section areaA bounded by a wall of cross-section areaAw ,
the factor of adiabaticity is defined as
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Fa5
rwcwTv f gAw

hf gA
. (1)

According to Eq.~1!, Fa provides a measure of the energy stored
in the pipe wall ~the reference temperature is~absolute!zero!
relative to the energy required for vaporizing the liquid by means
of its depressurization. The temperature of the fluid in Eq.~1!
must be in Kelvin.

The formulation of energy equation proposed in a previous ar-
ticle ~@9#! provides a simple and convenient method for solving
transient conjugate two-phase heat-transfer problems. This is par-
ticularly true for flashing liquid flows bounded by solids of com-
plicated shape. However, the assumption of local thermal equilib-
rium underlying the proposed formulation is not always valid. The
effects of two-phase forced convection and transient heat conduc-
tion in the wall may result in a large local temperature difference
between the flow and the pipe wall. Hence, it is very important to
determine under what conditions the new formulation may be
used with reasonable accuracy.

In this paper, a numerical model for transient flashing liquid
flow is formulated. The model rigorously takes into account the
transient radial heat conduction and the forced convection effects.
Numerical simulation of flashing two-component~propane and
butane!flow is performed. The effect of wall friction on the heat
transfer condition is studied and the range of applicability of the
solution based on the modified energy equation is determined.
Relying on the results obtained in this study, a procedure is pro-
posed for choosing an appropriate model for predicting transient
conjugate two-phase heat transfer during release of flashing liq-
uids from pipes. A criterion of thermodynamic similarity of flash-
ing flows that interchange heat with solids, which bound these
flows, is formulated.

Formulation of the Problem
The problem considered in this study is schematically shown in

Fig. 1. A horizontal pipeline of internal radiusRi and lengthL has
the thickness of the pipe walld. The pipeline is filled with flashing
liquid at a high pressure (p.pa). Initially, the fluid and the pipe
wall are at a uniform temperature, and both ends of the pipeline
are closed. Att50, a rupture or valve opening at one of the ends
of the pipeline initiates a depressurization process. The other end
of the pipeline remains closed. A detailed description of physical
processes occurring during the pipeline blowdown is given by
Richardson and Saville@10# and Fairuzov@8#. The depressuriza-
tion process is divided into three stages:~1! depressurization wave
propagation in single-phase liquid flow that may be accompanied
by pressure undershoot,~2! flashing boundary propagation, and
~3! two-phase discharge that is characterized by continuous
changes of the flow pattern and two-phase choking at the open
end.

For long pipelines, modeling of depressurization wave propa-
gation is usually of no real practical significance, unless the ef-
fects of fluid–structure interaction have to be accounted for. In
this paper, only the second and third stages of blowdown are

considered using two mathematical models. The assumptions un-
derlying each model and basic equations are presented in the next
two sections.

Solution Based on a Rigorous Conjugate Heat Transfer
Model

The model of pipeline blowdown based on the rigorous ap-
proach to the conjugate two-phase transfer has been divided into
two parts: the hydrodynamic model and the heat transfer model.
These individual models are discussed below.

Hydrodynamic Model. The hydrodynamic model describes
transient, flashing liquid flow in the pipeline. The homogeneous
equilibrium model is used here to formulate the hydrodynamic
model. The applicability of the homogeneous equilibrium theory
to the analysis of two-phase flows in long horizontal pipes is
discussed in a number of papers, for example, Wallis@11# and
Chen et al.@12#.

The governing equations are written as follows:

continuity equation
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equation of state

r5r~p,h,z1 ,z2 , . . . ,zM21!. (5)

A computer program for predicting multicomponent vapor–
liquid equilibrium ~the EQFASES computer package, Solorzano
et al. @13#!, based on a cubic equation of state~the Redlich–
Kwong–Soave equation! and separate liquid-phase correlations, is
used for the pressure-enthalpy flash calculation. The error in prop-
erty estimates is less then two percent.

Closure Relationships. The closure of the system of govern-
ing equations of the hydrodynamic model requires the specifica-
tion of constitutive relationships for the wall friction termK and
the heat source termq.

The wall friction termK is estimated using the two-phase fric-
tion multiplier correlation based on the McAdams et al.@14# ex-
pression for the two-phase mean viscosity and the Colebrook cor-
relation for single-phase friction factor.

The heat source term in the energy equation is assumed to be of
the form

q5
4h~Ti2Tsat!

D
. (6)

The published literature on forced convection boiling of multi-
component mixtures is very limited. Collier@15# proposed to
modify the calculation of the nucleate boiling contribution in the
well-known Chen correlation based on the procedure proposed by
Stephan and Korner@16# for pool boiling in order to account for
the presence in a multicomponent mixture of several components
having different volatility. He also proposed a correlation for pre-
dicting the convective heat transfer contribution for multicompo-
nent mixtures. However, the Chen correlation is valid only for
situations where the internal surface of the pipe wall remains wet.
Therefore, the application of the modified Chen correlation for
two-phase flows in horizontal pipes, in which phase segregation
can occur, may result in inaccurate predictions of wall-to-fluid
heat transfer rate. Because of lack of information on heat transferFig. 1 Conjugate two-phase heat-transfer problem
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under flashing conditions, the correlation proposed by Shah@7# for
boiling heat transfer in single-component two-phase flow has been
used here to estimateh. This correlation has the advantage that it
can be applied to partially stratified flows in horizontal channels.

Initial and Boundary Conditions for Hydrodynamic Model.
The boundary conditions for the hydrodynamic model are~for t
.0!

at the closed end

x50: G50;

at the open end

x5L: G5Gcr if p>pcr

p5pa if p,pcr

(7)

wherePcr is critical pressure calculated by the choked flow model
~@8#!.

The initial conditions are att50, for 0,x,L:

V50, p5pi , T5Ta . (8)

Heat Transfer Model. The heat transfer model describes the
transient heat conduction in the pipe wall. The heat conduction
equation for an infinitely long, hollow cylinder can be written in
the following form:

rwcw

]Tw

]t
5

1

r

]

]r S rkw

]Tw

]r D . (9)

If the axial temperature gradient in the pipe wall is not negli-
gible, for example, in a short pipe with an orifice plate producing
large fluid pressure~and hence, temperature! difference, a two-
dimensional formulation of Eq.~9! should be used.

The pipeline is divided into a number of segments. Each pipe
segment has the same length as an adjoining fluid element. Equa-
tion ~9! is solved for each pipe segment to calculate the radial
temperature distribution and heat flux at the wall-fluid interface.

Initial and Boundary Conditions for Heat Transfer Model.
The boundary conditions for the heat transfer model are specified
at the wall-fluid interface and at the outer surface of the pipe wall.
The temperature is prescribed at the wall-fluid interface atr
5Ri , for t.0

Tw5Ti . (10)

The external heat transfer between the pipeline and surroundings
is assumed to be negligible~the pipeline is isolated from the sur-
roundings!: at r5R0 , for t.0

qO50. (11)

Initial condition for the heat transfer model is att50, for R0
.r .Ri

Tw5Ta (12)

Coupling Hydrodynamic Model With Heat Transfer Model.
The energy balance equation is used to couple the hydrodynamic
model with the heat transfer model. The amount of heat conducted
to the wall-fluid interface must be equal to the amount of heat
removed from the pipe wall by the fluid flowing through the pipe-
line. The energy balance can be formulated in the following form:

kw

]Tw

]r U
r 5Ri

5q
D

4
. (13)

The temperature gradient on the left-hand side of Eq.~13! is cal-
culated numerically.

Equation~13! is a nonlinear equation in one unknown, the tem-
perature at the wall-fluid interfaceTi . It has been brought into the
standard formf (x)50 and solved numerically using the Newton-
Raphson method.

Solution Based on Modified Energy Equation
The modified energy equation for a single-component flashing

liquid in a pipe can be written as follows~@9#!:

]~rh!

]t
1~Fa21!

]p

]t
1

]

]x
~rhV!2V

]p

]x
5q (14)

where

Fa5
4rwcwTv f g

hf g
F d

D
1S d

D D 2G . (15)

For a multicomponent mixture, Eq.~14! takes the following
form:

~11Fa2!
]~rh!

]t
1~Fa121!

]p

]t
1

]

]x
~rhV!2V

]p

]x
5q (16)

where

Fa154rwcwS ]T

]pD
rh

F d

D
1S d

D D 2G (17)

Fa254rwcwS ]T

]rhD
p
F d

D
1S d

D D 2G . (18)

The continuity and momentum equations are the same as in the
model described in the preceding section. To take the slip between
the phases into account this formulation of the energy equation,
Eqs. ~14! or ~16!, can be extended to the other models of two-
phase flow~for example the drift-flux model!.

Numerical Methods
In this section, a brief description of the numerical methods that

were used for solving the equations of the hydrodynamic model
and the heat transfer model is given.

Numerical Method for Hydrodynamic Model. The system
of partial differential equations, Eqs.~2!, ~3!, ~4!, or ~14!, is
solved using the RELAP5 numerical solution scheme~@17#!. The
method is based on replacing the system of differential equations
with a system of finite difference equations, which are partially
implicit in time. The scalar quantities~pressure, density, enthalpy!
are obtained at the cell centers, and vector quantities are defined at
the cell boundaries, as shown in Fig. 2. All implicit terms are
linear in the new time variables.

The finite difference equations for the partially implicit method
are

r i
n112r i

n5
Dt

Dx
@~rnVn11! i 2~1/2!2~rnVn11! i 1~1/2!# (19)

Fig. 2 Staggered difference scheme used for hydrodynamic
model
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Vi 1~1/2!
n11 2Vi 1~1/2!

n

Dt
52Vi 1~1/2!

n S Vi 11
n 2Vi

n

Dx D
2

1

r i 1~1/2!
n

Pi 11
n112Pi

n11

Dx

2Ki 1~1/2!
n Vi 1~1/2!

n11 uVi 1~1/2!
n u (20)

~rh! i
n112~rh! i

n

Dt
1~Fa21! i

n
pi

n112pi
n

Dt

1
~rh! i 1~1/2!

n Vi 1~1/2!
n11 2~rh! i 2~1/2!

n Vi 2~1/2!
n11

Dx

2Vi
n

Pi 1~1/2!
n11 2Pi 2~1/2!

n11

Dx
5qi

n . (21)

To ensure stability of the numerical scheme, a donor formula-
tion is used to compute the scalar quantities at cell boundaries
where they are now defined

F i 1~1/2!5
1

2
~F i1F i 11!1

Vi 1~1/2!

u~Vi 1~1/2!!u
~F i2F i 11! (22)

where

F i 1~1/2!5$r i 1~1/2! ,~rh! i 1~1/2!%.

A donorlike formulation is used to define the momentum flux
term in the momentum equation

Vi 112Vi5 H Vi 1~1/2!2Vi 2~1/2! ,Vi 1~1/2!>0
Vi 1~3/2!2Vi 1~1/2! ,Vi 1~1/2!,0. (23)

The finite difference equations~19!–~21! contain four un-
knowns:r i

n11, (rh) i
n11, pi

n11, andVi 1(1/2)
n11 . The forth equation

needed for closure is the equation of state, Eq.~5!. A Taylor-series
expansion about old time-step values yields

r i
n115r i

n1S ]r

]pD
rh

n

~pi
n112pi

n!1S ]r

]rhD
p

n

@~rh! i
n112~rh! i

n#.

(24)

The system of algebraic Eqs.~19!–~21! and Eq.~24! can be
reduced to a single finite difference equation for the new time
pressure values

bipi 21
n111aipi

n111cipi
n115si

n . (25)

Equation~25! is written for N cells of the mesh. The resulting
N3N system of algebraic equations is solved using the Thomas
algorithm. After the new pressure values have been calculated, all
remaining variables are evaluated by back substitution. Twenty-
five mesh cells were used in the numerical simulations. A further
increase in the number of cells did not have a significant influence
on the results of calculations. The time-step was limited by the
material Courant condition

Dt,minUDxi 1~1/2!

Vi 1~1/2!
U. (26)

Numerical Method for Heat Transfer Model. The transient
heat conduction equation for each pipe segment is solved numeri-
cally. A control volume formulation~@18#! is employed to obtain
a system of discretized equations describing transient heat con-
duction in the radial direction. The control volume formulation
provides the overall balance between the heat fluxes and sources
~sinks! for any number of grid points. This circumstance is very
important for an accurate prediction of the heat flux at the wall-
fluid interface in the study of the effect of the pipe wall on flow
behavior. The solution of the discretized equations was obtained
by using the Thomas algorithm. A grid with 25 cells was used for

each pipe segment. A time step of 0.01 s was used for both the
heat-transfer model and for the hydrodynamic model.

Results and Discussion

Model Validation. The model based on the rigorous conju-
gate two-phase heat transfer calculation has been validated using
the experimental data of Tam and Cowley@19#. Although some of
the parameters, such as the wall roughness, pipe-wall thickness,
and uncertainty in the mixture composition, are not reported by
Tam and Cowley@19#, the results of their experiments include a
complete set of transient measurements of the~instantaneous!
fluid mass in the pipeline~inventory!, void fraction, fluid pressure,
and temperature at ten different locations along the pipe. Fluid
temperatures were measured by ten thermocouples with time con-
stants of 50 ms. A more detailed description of the experiments
can be found in the works by Chen et al.@12#, and Richardson and
Saville @20#. Blowdown conditions of the experiments conducted
by Tam and Cowley@19# are summarized in Table 1. Because of
the lack of experimental data for longer pipelines, these data have
been used to validate the solution based on the new formulation of
energy equation~@9#!. To obtain a good agreement between the
data and the solution based on the modified energy equation, an
additional parameter~the thickness of the thermally penetrated
layer! has been introduced in the above-mentioned article. This
was done because in the experiments thermal equilibrium between
the fluid flow and the pipe wall was not achieved. The rigorous
calculation of heat transfer in the pipeline allows one to obtain
good agreement between predicted and measured values of the
fluid temperature at the closed end without any adjustment, as
shown in Fig. 3. As Tam and Cowly do not report on the schedule
of the steel pipe used in their experiments, the calculations have
been carried out for two possible values of wall thickness~accord-

Fig. 3 Temperature histories at closed and open ends of pipe-
line

Table 1 Summary of blowdown test conditions
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ing to ISO 336-1974 and BS-3600-1973! of a pipe 150 mm in
diameter, namely 6.3 and 8.8 mm. Agreement between the predic-
tions and the experiment is good in both cases.

Figures 4–7 illustrate the predicted heat fluxes, transient mass
velocity profiles, void fraction profiles, and temperature distribu-
tions within the pipe segments adjoining the closed and open end
of the pipeline, respectively. After 5 s, the flashing front has not
yet reached the closed end~Fig. 6! and therefore, the fluid tem-
perature and the wall temperature are unchanged at this location
of the pipe~Fig. 7!. At the open end, the flashing process results in
a significant fluid temperature drop. The wall temperature drops
less quickly than the fluid temperature because of the finite ther-
mal conductivity of the wall and the short time of the fluid release.
The test pipeline is relatively short. The rate of the fluid tempera-
ture decay is so high that the thermal equilibrium within pipe wall
is not achieved. At 18 s, the temperature difference between the
inner and outer surfaces of the pipe reaches 10 K. The closed end
of the pipe starts to ‘‘feel’’ the drop in fluid temperature only by
the end of the blowdown process~Fig. 7!. This occurs for the
following two reasons. First, according to Fig. 3 the closed end of
the pipe is exposed to a low fluid temperature during a very short
period of time~approximately 15 s!. Second, the flow velocity at
the closed end is significantly smaller than at the open end~Fig.
5!. This leads to a low heat transfer rate~Fig. 4! and, conse-

quently, to a large temperature difference between the fluid and
the internal surface of the pipe.

Effect of Friction on Heat Transfer Conditions. The appli-
cability of the flashing flow model based on the modified energy
equation~Eq. ~14!! depends on the ratio between characteristic
times of two processes: the fluid temperature decay and transient
heat conduction in the wall. Wall friction in single-phase flow is
usually characterized by thef L/D ratio. The frictional pressure
drop in two-phase flow is governed by a larger number of param-
eters ~void fraction, flow pattern, etc.!. The prediction of two-
phase pressure drop relies on the calculation of the friction coef-
ficient for liquid or both phases~for example, the homogeneous
model or the Lockhart-Martinelli correlation! and on the predic-
tion of some two-phase multiplier. Furthermore, due to large flow
acceleration during blowdown motion of both phases occurs in the
region dominated by wall roughness. Hence, the single-phase fric-
tion coefficients are functions of roughness only. Therefore, the
range of applicability of the new formulation is found here in
terms off L/D ratio, one of the most important parameters affect-
ing the wall friction. Another parameter affecting the depressur-

Fig. 4 Predicted heat fluxes

Fig. 5 Predicted transient mass velocity profiles

Fig. 6 Predicted transient void fraction profiles

Fig. 7 Transient temperature distributions in the pipe wall at
open and closed ends
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ization rate is the area through which the fluid discharge is carried
out. The present study is limited by the analysis of full-bore
ruptures.

The characteristic time of the heat transfer process within
the wall is the time required to achieve a new steady-state tem-
perature distribution after a sudden change of temperature or heat
flux at the wall-to-fluid interface. This time depends on the pipe
geometry, thermodynamic, and transport properties of the wall
material. In this paper, a typical pipeline used in the transport of
flashing hydrocarbon mixtures is considered. The pipe is assumed
to be made of one percent carbon steel and has thed/D ratio
of 0.04.

Figure 8 shows transient temperature distributions along the
pipeline predicted by a model that assumes local thermal equilib-
rium for f L/D5200, Fa5117 atTsat (Pa51.013 bar) of 232.6 K.
The fluid in the pipeline is the LPG containing 95 mole percent
propane and 5 mole percent butane. The results of calculations are
presented in terms of the ratio between the local temperature drop
and the maximum temperature drop~the difference between the
initial temperature and the saturation temperature corresponding
to ambient pressure!

u

umax
5

T02T

T02Tsat~pa!
(27)

at the initial (M /M050.9,t50.025), middle (M /M050.5,t
50.29), and final (M /M050.1,t50.75) stages of the depressur-
ization process.

The same depressurization process has been modeled using the
model based on the rigorous heat-transfer calculation. Figure 9
shows the discrepancies in the temperature predictions based on
these two models for the two-phase flow~legend ‘‘fluid’’!, wall-
to-fluid interface and outer surface of the pipe wall. These results
are presented in terms of ‘‘relative error:’’ (Tr2Te)/umax3100
percent. As can be observed, the state of the pipe wall and the
fluid is not far from thermal equilibrium. The error in the predic-
tion of outer surface temperature associated with the assumption
of thermal local equilibrium is less than two percent
(,1 K,M /M050.5,t50.29). The discrepancy between the pre-
dictions of the fluid temperature does not exceed 0.3 percent. The
exceptions are two regions. Near the pipe exit at the beginning of
blowdown thermal equilibrium is not achieved (M /M050.9,t
50.025). In a small region near the closed end of the pipeline at
the end of the blowdown low fluid flow velocities result in small
heat transfer rates and, consequently, in a nonzero temperature
difference between the fluid and the internal surface of the pipe
wall (M /M050.1,t50.75). However, the maximum discrepancy

does not exceed six percent of the maximum possible temperature
drop ~that is 3 K! in the case considered and the length of pipe
sections, where the temperature differences are not negligible, are
very short compared to the total length of the pipeline~less than
six percent!. Furthermore, taking into account that uncertainties of
known convective two-phase heat transfer correlations are at least
20 percent, the predictions based on the model that assumes local

Fig. 8 Transient temperature profiles along pipeline based on
the new energy equation formulation, fL ÕDÄ200

Fig. 9 Discrepancy in the predictions of temperature between
the simplified and rigorous heat-transfer models, fL ÕDÄ200
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thermal equilibrium in many cases will be in the range of uncer-
tainty of much more complex rigorous conjugate two-phase heat
transfer models.

Similar numerical simulations were carried out for a short pipe
( f L/D52). All other blowdown conditions are the same as in the
preceding case. The results obtained are shown in Fig. 10. Con-
trary to the previous case, the local temperature differences be-

tween the fluid and the wall are not negligible from the very
beginning of the depressurization process. Moreover, they become
very large by the end of the blowdown (M /M050.1,t50.75).
The blowdown time is too small to achieve the thermal equilib-
rium between the fluid and the wall. Hence, the model based on
the local thermal equilibrium assumption is not appropriate for
short pipes.

The Use of the Factor of Adiabaticity. Problems of the pre-
diction of transient two-phase flows and heat transfer often arise
in the design and operation of system containing flashing liquids
~for example, processes of startup, shutdown, controlled or acci-
dental blowdowns in such systems!. Based on the results of
present study the following procedure for choosing an appropriate
model of conjugate two-phase heat transfer can be suggested. The
first step in the analysis should be calculating Fa. If Fa is much
less than unity the problem can be solved with high accuracy by
neglecting the wall-to-fluid heat transfer. As Fa increases with a
decrease in the fluid temperature, to ensure the condition Fa!1
during the whole blowdown process, it should be calculated at the
minimum temperature that can be produced by the fluid depres-
surization, for example atTsat (Pa). For large values of Fa, the
effect of thermal capacity of the pipe wall must be accounted for.
In this case, two solutions can be used. For long pipes (f L/D
.102), the simplified formulation can be applied with reasonable
accuracy. For short pipes, an analysis based on rigorous conjugate
heat transfer calculations should be done.

The dimensionless parameter Fa can also be useful in formulat-
ing scaling~modeling! laws in order to generalize experimental
data. Consider a two-phase system in which blowdown from a
long copper pipe occurs during its operation. If the design of this
system requires experimental validation, in the test facility used
for this purpose the copper pipe~pipe 1!can be replace by a less
expensive pipe~of the same length and internal diameter! made of
carbon steel~pipe 2!ensuring that

S rwcwTv f gAw

hf gA D
1

5S rwcwTv f gAw

hf gA D
2

(28)

and the roughness of the internal walls of both pipes is of the
same length scale. If these two conditions are satisfied, flashing
liquid flows in both pipes will behave identically~see Eq.~14!!. In
this sense the condition expressed by Eq.~28! is a criterion of
thermodynamic similarity of flashing flows that interact with sol-
ids bounding these flows.

Most flashing liquids that are used in the industry are toxic,
flammable, or explosive~ammonia, LPG, volatile oil, liquid hy-
drogen, etc.! If the thermal effect of the wall on flashing
flow behavior is of primary interest, the criterion of thermody-
namic similarity Eq.~28! in conjunction with the conditions of
geometric and cinematic similarity can provide the basis for
constructing scaled experimental models of systems containing
such liquids or for selecting model fluids. Although full similarity
hardly can be achieved in this case, the proposed criterion may
be useful for scaling thermodynamic conditions and extending
the results obtained on the model fluids to real flashing~volatile!
liquids.

Conclusions
The problem of transient, two-phase, conjugate heat transfer

during the depressurization of pipelines conveying flashing liquids
is examined in this study. A numerical model for transient flash-
ing liquid flow has been developed. The model rigorously takes
into account the transient radial heat conduction and the forced
convection effects. The model has been validated using previously
published experimental data. The effect of friction on the heat
transfer conditions in pipes has been studied. Numerical simula-
tion of flashing two-component liquid flow was performed to de-
termine the range of applicability of the solution based on the new
formulation of energy equation. Relying on the simulation results

Fig. 10 Comparison of temperature distributions along pipe-
line predicted by simplified and rigorous heat-transfer models,
fL ÕDÄ2
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a procedure was proposed for choosing an appropriate model for
predicting transient conjugate two-phase heat transfer during re-
lease of flashing liquids from pipes. A criterion of thermodynamic
similarity for flashing liquid flows in pipes or channels has been
formulated. The proposed condition provides the basis for select-
ing model fluids, as well as for constructing experimental models
of systems containing flashing~volatile! liquids with scaled ther-
modynamic conditions.

Nomenclature

A 5 area
D 5 pipe internal diameter
c 5 thermal capacity

G 5 mass velocity
Fa 5 factor of adiabaticity of flashing liquid flow, Eq.~1!

f 5 friction factor in single-phase liquid flow
h 5 specific enthalpy; heat transfer coefficient

hf g 5 latent heat of vaporization
K 5 wall friction coefficient
L 5 length
M 5 total instantaneous mass
N 5 total number of mesh cells
p 5 pressure
q 5 external heat flux per unit volume of the fluid
r 5 radial coordinate
T 5 temperature
t 5 time

V 5 fluid velocity
v 5 specific volume
x 5 axial coordinate
z 5 concentration
r 5 density

Subscripts

a 5 ambient
i 5 internal, wall-to-fluid interface

fg 5 difference between properties of vapor~gas!and liquid
e 5 model that assumes local thermal equilibrium

M 5 total number of components of the mixture
O 5 external
r 5 rigorous conjugate two-phase heat transfer model

sat 5 saturation
t 5 dimensionless time~time divided by the total blowdown

time!
w 5 pipe wall
0 5 initial condition
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Melting and Surface Deformation
in Pulsed Laser Surface
Micromodification of Ni-P Disks
The nanosecond pulsed laser-induced transient melting and miniature surface deforma-
tion of Ni-P hard disk substrates has been investigated experimentally. A photothermal
displacement method has been developed to detect the transient melting and surface
deformation process with nanosecond time resolution. The deflection signals show the
variation of the feature shape in response to different pulse energies of the near-infrared
pulsed nanosecond heating laser beam. A laser flash photography system is also devel-
oped to visualize the growth dynamics of the entire feature with nanosecond time resolu-
tion and submicron spatial resolution. The feature formation is explained as a result of
surface tension driven flow. The surface tension depends not only on the surface tempera-
ture, but also on the surfactant concentration. Competition between the thermocapillarity
and a surfactant concentration effect is revealed in the course of the bump formation
process. Smaller features with diameters of 5mm are obtained by using visible pulsed
laser radiation. On-line monitoring of the transient growth process of such small features
is achieved by a new laser flash deflection microscope.@S0022-1481~00!00301-7#

Introduction
Laser-assisted melting and surface modification processes are

important in a variety of industrial applications. A well proven
technology to solve the stiction problem of hard disk drives for
low-flying-height media is the laser zone texturing~LZT! ~@1–3#!,
using a nanosecond pulsed laser to modify Ni–P hard disk sub-
strates. The laser-materials interaction involves surface melting
and resolidification to precisely control the surface topography. It
was shown that single pulse topographic features~‘‘bumps’’! are
sensitively dependent on laser pulse energy, substrate material and
surface preparation procedure~@4#!. The mechanism of bump for-
mation was studied by numerical simulations~@5,6#!. However, all
these studies were based on final topography profile data. Time-
and space-resolved experimental investigations are needed for un-
veiling the physical mechanisms responsible for the feature
formation.

Since the transient feature formation process lasts only several
hundred nanoseconds and the features typically have diameters
less than 20mm and rim heights in the range of tens of nanom-
eters, fast and nondestructive techniques need to be developed to
detect the transient process of bump growth. Photothermal dis-
placement~PTD! techniques have been developed to measure
slight displacements due to laser heating by using a probing beam
~@7#!. However, conventional PTD schemes require high-
frequency modulation of the heating beam in order to detect a
minute deflection signal due to small temperature change or small
deformation on the sample surface in the thermoelastic regime
~@8#!. Moreover, conventional PTD setups are not technically
practical for detecting the bump growth dynamics with the re-
quired stability and alignment reproducibility. Recently, Chen
et al.@9# developed a novel PTD setup to study the transient melt-
ing and surface deformation of materials upon single pulsed-laser
heating. This setup provides a robust and high-resolution tool in
both time and space for measuring transient deformation on the
material surface.

Laser flash photography~LFP! has been shown useful for
studying transient laser materials interaction processes, such as
the pulsed laser ablation of absorbing liquids~@10#!, laser melting

of solid thin film ~@11#!. This technique utilizes a low power laser
with a very short pulse width as the illumination source, providing
a fine time resolution. One advantage of this technique is that it
can visualize the transient growth process of the entire bump.

This paper reports on a study of laser-induced topography via
atomic force microscopy~AFM!, results of direct observations of
transient melting and surface deformation using PTD measure-
ment and imaging of transient bump growth dynamics by LFP
during pulsed laser heating on nanosecond time scale and mi-
crometer spatial scale. The mechanism of bump formation is ex-
plained as a result of surface tension driven flow in the molten
pool. The surface temperature gradient-induced thermocapillary
flow drives the molten material outward. However, possible de-
sorption of the native oxide layer upon laser heating tends to
induce a surface tension gradient reversing the flow towards the
center of the heated spot. The competition between thermocapil-
larity and surfactant concentration effects determines the nature of
the flow and the final topography. In order to meet recent industry
demands for smaller bumps, a texturing system utilizing visible
laser radiation is developed to generate bumps with diameters of 5
mm. A laser flash deflection microscope is constructed for the first
time to visualize the growth of such small features.

Experimental Parametric Studies of the Laser-Induced
Topography

The experimental setup for the surface micromodification is
shown in Fig. 1. An infrared~IR! heating beam is emitted from a
polarized Q-switched Nd:YLF laser~l51,047 nm, FWHM515
ns!. The beam is expanded, attenuated, and focused onto the

Contributed by the Heat Transfer Division for Publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, March 29,
1999; revision received, Sept. 1, 1999. Associate Technical Editor: D. Poulikakos.

Fig. 1 Experimental setup of the laser surface modification of
Ni-P disk substrates
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sample, which is a Ni-P hard disk substrate~12 wt.% P!. The laser
beam spot on the sample is about 17mm, which was measured
using knife-edge profiling.

Typical bumps produced by laser heating are shown in Fig. 2,
measured by AFM. The diameters of the bumps are about 17mm,
and the rim height varies from 10 to 50 nm. The dependence of
the bump shape~measured by AFM!on the incident energy of the
IR heating beam is shown in Fig. 3. When the incident heating
beam energy is 4.0mJ, the bump has a deep crater at the center
and a low peripheral rim. As the pulse energy decreases, the cen-
ter of the crater starts moving upwards, forming ‘‘double-rim’’
and ‘‘W’’ shapes. When the laser energy reaches 2.0mJ, a
rounded, smooth central dome is formed, which is called a ‘som-
brero’ shape. At even lower laser intensity, the central dome
shrinks, decreases in height and eventually disappears, forming a
bowl-like shape.

Experimental in-situ Investigations of Feature Forma-
tion

Photothermal Displacement Detection. The schematic of
the PTD experimental setup is shown in Fig. 4. The Nd:YLF laser
is used as the heating source. The beam is reflected through a
dichroic mirror and focused onto the sample by an achromat lens
with an aperture of approximately 10 mm and focal length of 25
mm. A probing beam from a linear polarized He-Ne laser (l
5632.8 nm) is expanded, reflected by three mirrors, passes
through a polarizing beam splitter, a quarter wave plate, a dichroic
mirror and is focused onto the target surface by an achromat lens.
Two of the mirrors are mounted on micropositioning motors
whose movement~with 1 mm resolution!allows the He-Ne beam
to scan the sample surface in both thex andy directions. At the
sample surface, the Nd:YLF laser beam diameter is approximately
17.2 mm while the He-Ne laser beam diameter is about 4.8mm
~both at the 1/e2 intensity point!. The depths of focus for the
Nd:YLF and the He-Ne beams have been determined at about6Fig. 2 Typical features „measured by AFM… produced by laser

heating at „a… high laser energy, „b… intermediate laser energy

Fig. 3 Bump shape „cross section, measured by AFM … varia-
tion due to the incident heating beam energy change

Fig. 4 Experimental setup of the photothermal displacement
method „AT… attenuator, „BE… beam expander, „BS… beam split-
ter, „DE… detector, „F… filter, „KE… knife-edge, „L… lens, „WP…
quarter wave plate
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70 mm and6 10 mm, respectively by using knife-edge profiling.
The focusing lens was of special multielement design optimized
for achromatic performance at the wavelengths of 1047 and 632.8
nm, allowing accurate placement of the focal points of the heating
and probing beams within 10mm.

The reflected or deflected beam from the sample surface passes
through the same dichroic mirror, the quarter-wave plate, the po-
larizing beam splitter, a He-Ne interference filter, and is finally
focused onto a photodetector. The photodetector is connected to a
digitizing oscilloscope~1 ns time resolution!, which is triggered
by the Nd:YLF laser pulse. A knife-edge, cutting half of the re-
flected beam is used to obtain the deflection signal. The two
beams form spots on the sample surface that are separated by
approximately 2mm. When a single pulse is fired onto the target,
the surface experiences thermoelastic expansion, melting and de-
formation, leading to changes in the reflected He-Ne beam. The
detected signal comprises contributions steming from optical
property change upon melting as well as from the evolving topog-
raphy. The procedure for extracting the deflection contribution
due to the surface topography is outlined in Chen et al.@9#. By
detecting the deflection signal of the probe He-Ne beam, the tran-
sient deformation of the surface can be tracked with nanosecond
time resolution.

The time resolution of this system is on the order of nanosec-
ond, limited mainly by the response time of the photodetector and
the sampling speed of the oscilloscope. The spatial resolution is
limited by the beam size of the probing HeNe laser beam~4.8
mm!.

Figure 5 shows the probing beam deflection signals for various
laser pulse intensities. At lower heating beam energies, such as
2.0 mJ for the sombrero case, the growth of a central peak de-
creases the deflection signal. However, at heating beam energies
exceeding 2.7mJ, the deflection signal is enhanced, exhibiting a
reversal in direction that is characteristic of the concave surface of
a crater feature since the location of the probing He-Ne beam is
fixed. A previous study has shown that the surface reflectivity
change of this amorphous material as a function of temperature is
negligible ~@12#!. Therefore, the surface deformation is the main
contributor to the deflection signal.

The deflection signals also reveal transient information on the
surface deformation process. For example, at the heating laser
pulse energy of 4.0mJ, the deflection signal increases to a maxi-
mum value at approximately 130 ns after the heating laser pulse.
It then decreases gradually to a permanent value at about 800 ns.
This transient process indicates that a crater is formed after melt-
ing. The crater becomes deeper and deeper until 130 ns, causing
an increase of the slope of the crater with a correspondingly in-

creasing deflection signal. Beyond this point and until complete
resolidification, the deflection signal exhibits a small decrease in-
dicating a slight recovery of the crater depth.

Laser Flash Photography. A LFP system is developed to
visualize the dynamic process of bump growth as shown in Fig. 6.
A pulsed nitrogen laser-pumped dye laser (l5650 nm,
FWHM54 ns) is utilized to illuminate the sample surface through
a long-working distance objective lens. Both the Nd:YLF laser
and the dye laser are externally triggered by a pulse generator.
The time interval between the two lasers is varied by the pulse
generator and accurately measured by two identical photodiodes
connected to an oscilloscope. This procedure eliminates the delay
variation due to possible jitter of the laser pulses. It is noted that
the technique can produce only a single image for each firing of
the heating laser pulse. The image sequences are obtained by re-
peating the experiment under the same conditions based on the
fact that the heating laser has very good pulse-to-pulse stability,
and the sample is uniform, thus yielding highly reproducible laser
texture. The spatial resolution of the imaging system is about 0.5
mm. The time resolution is within several nanoseconds, limited
mainly by the dye laser pulse width. Thermal emission contribu-
tion to the images has been examined by blocking the dye laser
illumination. No significant thermal emission image can be cap-
tured even at the pulse energy of 6mJ. Since the reflectivity
change for Ni-P during the pulsed laser heating is insignificant,
the reflectivity effect to the image captured by the charge coupled
device~CCD! camera can be neglected.

The visualization of the entire bump growth has been con-
ducted for various pulse energies. Figure 7~a! shows the sequence
of images for the double-rim case with laser pulse energy equal to
4.0mJ. A rim and a central hole become visible in the early stage,
having formed right after melting. The melt pool expands and the
hole diameter keeps increasing and deepening until 121 ns. The
photos from 121 to 682 ns show partial recovery at the central
hole. After 682 ns, no change is discernible and the solidification
process has concluded. For the ‘‘sombrero’’ case, a similar se-
quence of images is shown in Fig. 7~b!. A small and shallow
depression is observed initially at the center of the growing pro-
trusion. This ‘‘dimple’’ vanishes after about 100 ns, leaving the
shiny central peak surrounded by a low-height peripheral rim,
depicted in the micrograph as a faint halo.

Mechanism of Bump Formation
Normally, for most pure liquids,]s/]T,0. Heres is surface

tension. However, Kingery@13# found that]s/]T can also be
positive for certain liquids such as SiO2,B2O3 melts due to disso-

Fig. 5 Transient deflection signals at various heating laser en-
ergies. The deflection signal is enhanced due to the crater for-
mation, and weakened for the Sombrero case Fig. 6 Experimental setup of the laser flash photography sys-

tem „BA… beam attenuator, „BE… beam expander, „BS… beam
splitter, „LWD… long-working distance microscope, „L… lens

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 109

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ciation with temperature. It is believed that the surface tension of
a liquid depends not only on the surface temperature, but also on
the surfactant concentration~@14#!. The temperature gradient ef-
fect acts to drive materials towards the cooler region of higher
surface tension, while the surfactant effect tends to move the ma-
terial to lower surfactant concentration regions~@15#!. Bennett
et al. @5# have studied the laser-induced topography by numerical
simulation and ascribed the establishment of the surfactant com-
position gradient mainly to the vaporization of phosphorous.
However, it was reported that the amount of phosphorous vapor-
ized is negligible and the resolidified Ni–P has very similar prop-
erties ~amorphous microstructure, chemical composition, reflec-
tivity and hardness! to the starting material~@16#!. Even though
the model correctly pointed to the importance of surface chemis-
try, it could not adequately explain the diminishing of the central
dome for the ‘‘sombrero’’ case when a train of laser pulses is
delivered onto the same spot~@16#!. If surface oxide is considered
as the major surfactant, its supply is limited and subject to desorp-
tion upon the laser heating even at moderate laser pulse energies.
Pulses following the first one would therefore be expected to drive
less significant compositional capillarity, ultimately suppressing
the central dome. Furthermore, positive protrusion growth at the
heated spot center has been observed in nanosecond laser heating

of gold films ~@17#!. Vaporization of adsorbed oxygen and water
was believed the main reason for generating gradients of surfac-
tant composition.

For the case of laser-induced bump formation, pulsed heating
creates a temperature gradient following the Gaussian beam inten-
sity profile along the radial direction. The temperature gradient
induces thermocapillary flow, driving the material from the hot
center to the cold periphery and forming a bowl-shaped feature.
However, as previously mentioned, laser heating can at least par-
tially remove the native oxide layer if the induced surface tem-
perature is high enough. This situation establishes a gradient of
surfactant concentration, which carries material towards the cen-
ter. If the surfactant compositional effect is dominant, a sombre-
rotype feature is formed. At even higher laser power, the center
part of the molten zone attains higher temperature and hence ther-
mocapillarity again becomes dominant in the center region, form-
ing a double-rim surface feature.

The transient process observed by both experimental LFP visu-
alization and PTD detection shows competition between the ther-
mocapillarity and the surface compositional effect. In Fig. 7~a!, at
the beginning of melting and deformation, the surface temperature
is so high that the thermocapillary effect dominates at the melt
pool, moving the material outward. It is seen that the melt pool

Fig. 7 A sequence of images of bumps with laser pulse energy of „a… 4.0 mJ and „b… 2.0 mJ produced by the laser
flash photography system
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expands and the crater diameter keeps increasing and deepening.
An outer rim is formed due to thermocapillary effect immediately
after melting. This freezes quickly because of temperature drop
after the expiration of the laser pulse. However, most of the melt
pool still experiences thermocapillary and compositional surface
tension gradients that pile up an inner rim. In Fig. 5, the deflection
signal keeps increasing, indicating a deepening and expanding
crater. After about 100 ns, the surface cools down and the ther-
mocapillary effect decreases. Thus the surface compositional ef-
fect becomes dominant, carrying material inward, and causing re-
covery of the center hole in Fig. 7~a! and deflection signal
reduction in Fig. 5. A similar phenomenon happens for the ‘‘som-
brero’’ bump case.

Visible Laser Texturing and in-situ Diagnostics
In order to meet recent demands for smaller features in the

computer industry, visible pulsed laser radiation is applied, en-
abling tighter focusing without compromising the focal depth. In
this study, texturing utilizing visible radiation is combined with a
‘‘deflection’’ microscope to visualize small bumps. Figure 8
shows a schematic of the apparatus. A frequency-doubled
Q-switched Nd:YLF laser (l5524 nm, FWHM515 ns) is used as
the heating beam. The beam is attenuated and then focused onto

the Ni–P sample~12 wt.% of P!by a microscope objective~403,
NA50.85!. The pulse energy is adjusted to create smooth bumps
with a diameter of about 5mm.

The deflection microscope was deigned on the basis of the same
principle employed in the localized PTD measurement. The

Fig. 8 Experimental setup of the green laser texturing and the
laser flash deflection microscope: „AT… attenuator, „BS… beam
splitter, „F… filter, „KE… knife-edge, „L… lens, „M… mirror, „MS… mi-
croscope

Fig. 9 Laser energy dependence of bump shape „cross sec-
tion, measured by AFM … in green laser texturing

Fig. 10 A sequence of images of bumps with green laser pulse
energy of „a… 0.13 mJ „V type…, „b… 0.17 mJ „sombrero type…, and
„c… 0.27 mJ „double-rim type … produced by a laser flash deflec-
tion microscope
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pulsed nitrogen laser-pumped dye laser (l5650 nm,
FWHM54 ns) provides illumination on the sample surface. The
illumination beam is aligned collinearly with the heating beam
through the microscope objective lens. A knife edge is utilized to
cut half of the illuminating beam. The slope of the deforming
surface deflects the reflected illumination beam, producing en-
hanced or weakened image intensity in the CCD camera. Another
knife edge is inserted in the illumination path and used to adjust
the contrast of the image.

The dependence of the bump shape~measured by AFM!on the
incident energy of the IR heating beam is shown in Fig. 9. The
bumps have diameters of about 5mm and rim heights varying
from 5 to 20 nm. The visualization of the entire bump growth by
the laser flash deflection microscope has been conducted for vari-
ous pulse energies as shown in Fig. 10 for~a! a V-type bump,~b!
a sombrero bump, and~c! a double-rim bump.

Concluding Remarks
The transient surface deformation of Ni-P substrates upon

pulsed laser heating has been investigated experimentally. A pho-
tothermal displacement method has been developed to detect the
transient melting and surface deformation process with nanosec-
ond time resolution. The deflection signals show distinctly the
variation of the produced surface features resulting from different
pulse energies of the heating laser beam. A laser flash photogra-
phy system of nanosecond time resolution and submicron spatial
resolution has also been constructed to visualize the growth dy-
namics of the entire feature. Surface deformation is explained as a
result of surface tension induced flow, which depends not only on
the surface temperature, but also on the surfactant concentration.
In the process of bump formation, both PTD detection and LFP
visualization reveal competition between thermocapillary and
concentration-induced capillary effects. This competition deter-
mines the nature of flow in the liquid pool and eventually the final
topography. Green laser texturing has been utilized to produce
smaller bumps. A laser flash deflection microscope has been de-
veloped to visualize the growth of 5-mm-dia features with striking
resolution and clarity.
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Two-Dimensional Transient
Analysis of Absorbing Thin Films
in Laser Treatments
In this paper the transient coupled conductive-radiative field, due to a laser heat source
impinging on a thin film deposited on a substrate, has been solved in the hypothesis of one
dimensionality of the optical field and of two dimensionality of the thermal field. Results
have been obtained with the matrix method for the optical field and the finite volume
method for the thermal field. The results show that when the investigation is localized to
the center of the spot, the one-dimensional model describes the thermal field quite well.
Instead, if knowledge of the temperature is required elsewhere, the two-dimensional
model is needed. The investigation herein presented shows that for low-conductivity ma-
terials (a–Si) the temperature peaks are placed inside the thin film for the absorption
function distribution, determined by interference phenomena.@S0022-1481~00!01301-3#

Keywords: Conjugate, Heat Transfer, Laser, Manufacturing, Thin Film

Introduction
Pulsed laser heating of thin films is important for its applica-

tions in annealing, damage of optical coatings, and optical record-
ing. In fact, thermal treatment of thin film structures with a heat
source, emitting in the thermal radiation spectrum, is a common
procedure in numerous electronic and optical material processes
~@1#!. Temperature prediction and control during such processes is
critical and a thorough understanding of the thermal coupled
conductive-radiative phenomena involved is required. This is due
to the temperature dependence of the optical properties. Absorp-
tion of optical energy by a layer or a multilayer structure and the
consequent temperature rise within the structure have a wide
range of interest.

Depending on the wavelength of the heating laser pulse, the
optical properties of materials in thin films are generally tempera-
ture dependent. These induce a thermally optical nonlinearity
~@2#!.

The one-dimensional coupled problem was investigated for a
single and multilayer thin film on a glass substrate. One of the first
studies was that of Tamura et al.@3#. They investigated the behav-
ior of a thin SiO2 film on a silicon substrate during laser anneal-
ing. Colinge and Van de Wiele@4# determined the laser power
absorbed in a silicon on insulator structure by means of a numeri-
cal approach employing the matrix method. Park et al.@5# mod-
eled a probe laser response during nanosecond pulse laser heating
of amorphous silicon thin films by means of matrix formulation in
optical multilayer theory. Grigoropoulos et al.@6# solved the
coupled optical-thermal problem, and the evaluation of energy
absorption was obtained by a thin film optic model. They took
into account the effects of a continuously varying complex index
of refraction with temperature. A similar one-dimensional model
was employed by Chen and Tien@2# to examine the effects of the
temperature-dependent optical constants and the nonuniform ab-
sorption in a cadmium sulfide~CdS! thin film and a zinc selenide
~ZnSe!interference filter.

The coupled optical-conductive problem in two-dimensional
model description has been developed by several investigators and
a short review is presented here. Multilayered films with simula-
tions in which only the recording layer absorbed the laser beam

were studied by Mansuripur et al.@7#. For a multithin film struc-
ture, irradiated by a circular Gaussian laser beam, a numerical
model was proposed by Nakano et al.@8#. They considered an
absorbed laser power density with an exponential decay for each
layer in the thermal model, and the optical properties were con-
stant with temperature. Madison and McDaniel@9# obtained a
solution for a scanned and pulsed Gaussian laser beam for an
N-layer film structure with arbitrary absorption across one layer.
A local Green’s function theory for temperature evaluation in iso-
tropic multilayer materials that involved exact optical absorption
for axisymmetric chopped-beam laser heating was presented by
McGahan and Cole@10#. Cole and McGahan@11# extended the
theory presented in the previous paper to include anisotropic ther-
mal properties and contact resistance between the layers.

In this paper a coupled optical-thermal model related to a
pulsed laser source on a thin film-glass substrate is analyzed and
numerically solved. The stationary laser beam is orthogonal to the
target and the radiative field related to the absorption-reflection-
transmission process in the thin film structure is locally one di-
mensional, whereas the transient conductive field inside the solid
is two dimensional. The solid dimension along the normal direc-
tion to the laser beam is infinite. Optical and thermal properties
are temperature dependent. The one-dimensional optical model is
solved by means of the matrix method in multilayer theory, and
the two-dimensional heat conduction equation, in cylindrical co-
ordinates, is numerically solved by means of a finite volume
method.

The analysis is related to thin films with a single layer. Amor-
phous and crystalline silicon are considered. The solid structure is
irradiated by a pulsed laser with a wavelength of 1064 nm. A
time-dependence triangular shape of the laser beam is taken into
account, whereas the spatial dependence is Gaussian or donut.
The results in terms of temperature distributions are presented. A
comparison with a coupled one-dimensional optical-thermal
model is analyzed in terms of temperature profiles.

Thermal and Optical Analysis
The structure consists of a thin film deposited on a glass sub-

strate, as shown in Fig. 1. The film thickness is much smaller than
that of the glass substrate, so the latter can be considered ther-
mally semi-infinite. A pulsed Nd-YAG laser beam illuminates the
surface of the thin film. For the nanosecond time scales consid-
ered in this work, nonequilibrium and non-Fourier thermal wave
effects are negligible as suggested by Chen and Tien@2#. The
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thermal and the optical properties are considered temperature de-
pendent and the materials are considered isotropic.

The heat conduction equation in the thin film is

1

r

]

]r S rk f~T!
]Tf

]r D1
]

]z S kf~T!
]Tf

]z D1u̇-~T,r ,z,t !5r fcf

]Tf

]t
(1)

with 0<r ,1`, 0<z<sf , t.0. For the glass substrate the ther-
mal properties are constant, then the heat conduction equation is

1

r

]

]r S r
]Ts

]r D1
]2Ts

]z2 5
1

as

]Ts

]t
(2)

with 0<r ,1`, sf ,z,1`, t.0. Since the energy absorbed in
the thin film is 10,000 times higher than the surface energy losses,
these can be neglected and the thin film surface can be considered
adiabatic@6#. The initial and boundary conditions are

Tf~r ,z,0!5Tin 0<r ,1`; 0<z<sf (3a)

Ts~r ,z,0!5Tin 0<r ,1`; sf,z,1` (3b)

]Ts~r ,0,t!

]z
50 t>0; 0<r ,1` (3c)

kf

]Tf~r ,sf ,t !

]z
5ks

]Ts~r ,sf ,t !

]z
t>0; 0<r ,1` (3d)

Tf~r ,sf ,t !5Ts~r ,sf ,t ! t>0; 0<r ,1` (3e)

Ts~r ,z→`,t !5Tin t>0; 0<r ,1` (3f)

Tf~r→`,z,t !5Tin t>0; 0<z<sf (3g)

Ts~r→`,z,t !5Tin t>0; sf,z,1`. (3h)

The termu̇-(T,r ,z,t) is related to the Poynting vectorS and is a
function of the optical properties of materials. Its evaluation is
obtained following the matrix method~@12#!. A plane, monocro-
matic, and linearly polarized wave is orthogonally incident on the
structure. Its amplitude isEa(r ). The corresponding energy flow
along thez-direction is

I ~r !5
na

2mc8
uEa~r !u2 (4)

and the absorbed power per unit volume is~@6,2#!

u̇-~r ,z,t !5 f ~ t !
]S~r ,z!

]z
(5)

wheref (t) is a function of the time and characterizes the temporal
shape of the pulse. In this work a triangular time profile is con-
sidered andf (t)5t/tp for 0<t<tp , f (t)5(t l2t)/(t l2tp) for tp
,t<t l , f (t)50, for t.t l with tp56 ns andt l530 ns.

The incident intensity distribution can be written

I ~r !5I 0Fj expS 2
r 2

r 0
2D 1~12j!r 2 expS 2

r 2

r 0
2D G (6)

wherer 0 is the radius of the beam and 0<j<1 ~for Gaussian heat
sourcej51 and for donut heat sourcej50!.

Due to the nonlinearity induced by the temperature-dependent
thermophysical and optical properties, the conductive temperature
field is numerically obtained by means of a fully implicit finite
volume method. The numerical solution of the model has been
obtained iteratively at each time-step with the temperature-
dependent source distribution by means of the alternating direc-
tion implicit method. The domain is a semi-infinite region, then a
preliminary evaluation of the finite computational domain was
accomplished to simulate this semi-infinite body with the associ-
ated initial and boundary conditions, Eq.~3!. A finite cylinder was
obtained with the radius equal to five times the spot radius and the
height equal to 21 times the thin film thickness. In fact increasing
the dimensions of the cylinder up to six times the spot radius
along ther-direction and 26 times the thin film thickness along the
z-direction, the maximum temperature difference between the two
fields was less than 0.1 percent for the considered time period~50
ns!. Both in the thin film and in the glass substrate the spatial step
along the z-direction was uniform. The distance between two
nodes along ther-direction was nonuniform and it was equal to
IDr 0 , with Dr 0515.6 nm andI equal to 1,2, . . . ,Nr . Halving the
spatial steps alongr and z-directions, the maximum temperature
difference between the two fields was less than 0.5 percent. Simi-
lar behavior was observed for the time-step. A time-step of 5.0
31022 ns and a relative error in the iteration procedure of 1026

were chosen.

Results and Discussion
Numerical calculations were performed for a single amorphous

silicon (a– Si) thin film or a crystalline silicon (c– Si) thin film.
In each case the thin film was deposited on a glass substrate. The
optical and thermal properties of materials are reported in Table 1.
As it has already been observed in the previous section, a trian-
gular pulse was considered. The duration of the ON phase was
t l530 ns and the peak timetp was equal to 6 ns. The laser irra-
diation wavelength was 1.064mm for thea– Si and 0.532mm for
the c– Si. The heat flux distributions were Gaussian (j51) and
donut (j50). The I 0 value was 3.031011 W/m2 for a– Si and
1.531011 W/m2 for c– Si. A beam radius of 20mm was chosen.
The thin film layer was 0.50mm thick and was subdivided into 80
nodes. The entire period of time was 50 ns in this study, and a
depth of 10mm was sufficient to consider the glass substrate as a

Fig. 1 Sketch of the structure

Table 1 Optical and thermophysical properties

k @W/mK# r cp @J/m3K# n̄5n2 ikest

Glass 1.4 @6# 2.64•106 @6# 1.02i0.0 @6#

c–Si 2.99•104/(T299) @6# 1.47410.171•T/300)•106 @6# 4.1532i •@0.038•exp((T2293)/430)#(l5532 nm) @6#

a–Si 1.3•1029(T2900)311.3•1027(T2900)2

11024(T2900)11.0 @13#

952.01(171.0•T)/685]•2330 @14# 3.82i @0.044316.297•1025

(T2273.15)#(l51064 nm)@15#
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thermally semi-infinite body. In all cases the number of nodes in
the substrate was 500 and the number of nodes in ther-direction
wasNr5100.

The a– Si temperature profiles along thez-coordinate atr 50
are shown in Fig. 2~a!. Here the two-dimensional profiles are
compared with those obtained with the one-dimensional model for
the a– Si, at t56, 15 and 30 ns. The profiles of the two models
are undistinguishable up toz50.50mm for t56 ns. The abscissa

value, where the two profiles start differentiating, decreases with
increasing time, and more exactly it readsz50.45mm and 0.40
mm for t515 ns andt530 ns, respectively. Moreover the discrep-
ancies are not greater than six percent. It can be observed from
these figures that temperature oscillations are present within the
a– Si, because of the interference between the reflected and trans-
mitted waves and of the low thermal conductivity value. The dis-
crepancies between the one-dimensional and two-dimensional
profiles can be better appreciated in Fig. 2~b!, where the profiles

Fig. 2 Temperature profiles versus z „a… and t „b … in the
a – SiÕglass structure illuminated with a Gaussian source, for
the one-dimensional „1-D… and two-dimensional „2-D… models

Fig. 3 Temperature profiles versus z „a… and t „b … in the
c – SiÕglass structure illuminated with a Gaussian source, for
the one-dimensional „1-D… and two-dimensional „2-D… models

Fig. 4 Isotherms for the a – SiÕglass structure illuminated with a Gaussian source at different times „tÄ6 and 30
ns…
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as functions of time atr 50 andz50, i.e., on the surface, as well
as ata– Si/glass interface (z50.5mm) are reported.

Thec– Si temperature profiles as a function of thez-coordinate
both for the one-dimensional and two-dimensional models att
56, 15 and 30 ns are reported in Fig. 3~a!. Those profiles are
quite uniform alongz inside the thin film for the aforementioned
times. This is mainly due to the greater thermal diffusion inside
the c– Si. This leads to slightly greater discrepancies as time in-
creases between the two models. In fact, the difference is negli-
gible att56 ns, it is about four percent att515 ns, and about five
percent att530 ns. The temperature profiles as function of the
time at r 50 and z50 ~two-dimensional model! and at the
c– Si/glass interface (z50.5mm) are shown in Fig. 3~b!. The

absolute maximum discrepancy between the two models is at-
tained for t530 ns; after this time value the difference almost
remains the same. It is worth noting that the comparison between
one-dimensional and two-dimensional models atr 50 shows an
excellent agreement, in accordance with Chen and Tien@2#, Grig-
oropoulos et al.@6#, and Angelucci et al.@16#.

The isotherms for a Gaussian source at different times, i.e.,t
56 and 30 ns, are presented in Fig. 4 for thea– Si/glass structure.
The isotherms fort56 ns are shown in Fig. 4~a!; they exhibit an
oscillating behavior alongz, while the oscillations are dumped
along r, giving quite a uniform profile alongz. The maximum
temperature values are attained inside the thin film according to
the spatial absorption function distribution. This can be, perhaps,

Fig. 5 Isotherms for the a – SiÕglass structure illuminated with a donut source at different times „tÄ6 and 30 ns…

Fig. 6 Isotherms for the c – SiÕglass structure illuminated with a Gaussian source at different times „tÄ6 and 30
ns…
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due more to the lower diffusion of the thermal disturbance rather
than to the localized thermal energy generation. As time goes by,
the trend is more oriented toward uniform temperature values in
the region where the source is stronger than toward diffuse ther-
mal energy along the radius, where the source has very little in-
tensity. This is also due to the existence of higher thermal gradi-
ents alongz. Furthermore, the diffusion alongr is very weak for
these elapsed times, as can be seen in Fig. 4~b!. It can be stated
that, in material processing, the heat affected zone is limited to
that directly irradiated by the laser for interaction times on the
order of 10 ns.

The isotherms att56 and 30 ns for amorphous silicon, related
to a donut laser distribution, are presented in Fig. 5. Even in this
case the maximum temperature values att56 ns are obtained at
z.0. In this case, it can be observed that thermal gradients along
the z-axis are smaller with respect to the Gaussian spot. This is
also due to the spot distribution, in fact, the donut presents two
symmetrical maxima with respect to the centerline; atr 50 the
heat flux value is zero. Thus, the solid thermally diffuses along
both r .20mm and r ,20mm. At t530 ns it can be noted that
the thermal fields present the maximum temperature value atz
50 and the spatial profiles along thez-axis are smoother than the
previous ones.

In Fig. 6 the isothermal lines att56 and 30 ns for crystalline
silicon (c– Si) and a Gaussian laser spot are presented. The maxi-
mum temperature values are also attained on the external thin film
surface for smaller times~6 ns!. Isothermal curves assume the
same qualitative shape at each time value considered. These
curves are almost parallel to thez-axis, the more parallel the
higher r is; at r values greater than 20mm the isotherms are
cylindrical surfaces with axis atr 50. As can be seen in Fig. 6 the
greater the time the smaller thez dependence. This is related to
the conductivity ofc– Si.

Conclusions
The coupled thermal-optical problem inside a multilayer thin

film structure irradiated by a laser source was investigated. The
optical field was assumed to be one-dimensional, while the ther-
mal one was two-dimensional. Both the thermal and optical prop-
erties were assumed to be temperature dependent. The present
investigation was carried out for the two silica thin films,c– Si
anda– Si, layered on a glass substrate. A comparison between the
present results and those for a coupled fully one-dimensional
model was performed. This comparison shows that the hypothesis
of one dimensionality of the thermal field is quite accurately veri-
fied in the core zone of the Gaussian spot, where the discrepancy
between the two models, one dimensional and two dimensional, is
negligible for thea– Si, and less than five percent for thec– Si.

For low-conductivity materials (a– Si), the absorption function
strongly influences the thermal fields and the maximum values are
attained inside the thin film. For high-conductivity materials
(c– Si), the absorption function does not determine high gradients
alongz, and these are of the same order of magnitude alongr. It
can be stated, in conclusion, that for technological processes
where the knowledge of temperature is of central importance both
on the surface and inside the thin film, that a two-dimensional
model should be employed.
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Nomenclature

c 5 specific heat, J kg21 K21

c8 5 speed of light, m s21

E 5 electric field, N C21

k 5 thermal conductivity, W m21 K21

kext 5 extinction coefficient
n 5 real part of refractive index
n̄ 5 complex refractive index

r,z 5 cylindrical coordinate, radial and axial, m
S 5 Poynting vector, W m22

s 5 material thickness, m
T 5 temperature, K
t 5 time, s

u̇- 5 generation function, W m23

Greek symbols

l 5 wavelength, m
m 5 magnetic permeability, N s2 C22

r 5 density, kg m23

Subscripts

a 5 air
f 5 film

in 5 initial
l 5 length
p 5 peak
s 5 substrate
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The Onset of Flow Instability in
Uniformly Heated Horizontal
Microchannels
Onset of nucleate boiling and onset of flow instability in uniformly heated microchannels
with subcooled water flow were experimentally investigated using 22-cm long tubular test
sections, 1.17 mm and 1.45 mm in diameter, with a 16-cm long heated length. Important
experimental parameter ranges were: 3.44 to 10.34 bar channel exit pressure; 800 to
4500 kg/m2s mass flux (1 to 5 m/s inlet velocity); 0 to 4.0 MW/m2 channel wall heat flux;
and 7440–33,000 Peclet number at the onset of flow instability. Demand curves (pressure
drop versus mass flow rate curves for fixed wall heat flux and channel exit pressure) were
generated for the test sections, and were utilized for the specification of the onset of
nucleate boiling and the onset of flow instability points. The obtained onset of nucleate
boiling and onset of flow instability data are presented and compared with relevant
widely used correlations.@S0022-1481~00!02101-0#

Introduction
Two-phase flow instability is of great concern in the design and

operation of heated channels with subcooled liquid through-flow,
and can lead to serious safety problems~@1–4#!. Two-phase flow
instabilities are divided into dynamic and static categories. The
dynamic instabilities involve transient inertial dynamic and feed-
back effects~@2#!. The static instabilities can be analyzed based on
the pressure drop-flow rate characteristics~the demand curve!of
heated channels. When the channel is part of a forced or natural
circulatory loop, the segment of the heated channel demand curve
with negative slope can be unstable. The onset of flow instability
point is defined as the relative minimum point on the demand
curve, and is a crucial operational threshold.

The occurrence of the onset of flow instability is due to an
increase in the channel pressure drop resulting from voidage in
subcooled boiling. In experiments with steady heat flux~or steady
mass flow rate!, onset of flow instability is known to occur at a
flow rate slightly lower~or a heat flux slightly higher! than the
flow rate~or heat flux!which leads to the onset of significant void.
The onset of significant void point can thus be considered as a
conservative estimate for the onset of flow instability.

The onset of significant void and subcooled boiling void frac-
tion development have been studied extensively in the past, lead-
ing to successful empirical correlations for the onset of nucleate
boiling ~@5#! and the onset of significant void~@6,7#! and semi-
analytical models for the onset of significant void~@8,9,10#!. The
relevance of the aforementioned predictive methods to microchan-
nels is questionable, however. In microchannels~where De
&As/g(rL2rG)! the gas-liquid interfacial phenomena associated
with Taylor instability are mostly irrelevant, and the surface ten-
sion is predominant and significantly reduces the vapor-liquid ve-
locity slip, thereby affecting the two-phase flow hydrodynamic
characteristics~@11,12#!. The predominance of surface tension
force, and the occurrence of very large temperature and velocity

gradients near the channel walls, also imply that the bubble ebul-
lition phenomena associated with boiling in common large chan-
nels do not apply to microchannels. Recent experimental studies
have confirmed these observations~@13–15#!. Systematic experi-
ments addressing the onset of nucleate boiling, significant void,
flow instability, and other related subcooled boiling phenomena in
microchannels are thus needed.

Experimental Test Facility and Procedures
Figure 1 is a schematic of the experimental test facility. Impor-

tant hardware~items labeled with letters! and instrumentation
~items labeled numerically! are listed in Tables 1 and 2, respec-
tively. The flow loop is a flexible and carefully designed system
for experiments on various aspects of microchannel thermal hy-
draulics, including the onset of flow instability, critical heat flux,
two-phase pressure drop, etc.

Water flow rate over a wide range is provided using two differ-
ent pumps,A andB, and flow rates through the test section and the
bypass line are finely controlled using the throttle valvesD andE.
Fine control of the test section inlet water temperature is provided
using the in-line heaterF. The exit pressure of the test section is
controlled via the bellows-type accumulatorM, where the gas
volume in the accumulator is allowed to vary in order to maintain
the desired pressure on the liquid side.

The test facility includes a water degassing assembly, where all
the water in the test loop is boiled in the reservoirS, under
vacuum~vacuum pump not shown in Fig. 1!, leading to the re-
moval of virtually all the dissolved noncondensables. The dis-
solved oxygen content of water in the test loop is regularly moni-
tored, and is determined using a galvanic-cell dissolved oxygen
sensor~10!, which is a pressure-compensated device, and is tem-
perature rated to cover the experimental temperature range.

Instrumentation for the flow loop~Table 2!allows water tem-
perature, pressure, flow rate, and dissolved gas content to be ex-
tensively monitored and controlled. Pressure sensors~5! and ther-
mocouples ~7! measure the test section water inlet and exit
temperatures and pressures, while the pressure drop across the test
section is directly measured using the differential pressure
transducer~6!.
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Accurate wall temperature readings are made within the heated
segment of the test section. Three fine-gauge thermocouples~8!
are permanently mounted near each end of the test section in
radial configuration, in thermocouple wells drilled accurately to
within 0.25 mm of the channel surface, using electrical discharge
machining.

Test sections with circular flow cross-sectional geometries, and
two diameters, 1.17 mm and 1.45 mm, are used in the experi-
ments. Details of one test section are displayed in Fig. 2. The test
sections are constructed from free-machining copper~tellurium
copper,C 14,500!, using the electrical discharge machining tech-
nique with extreme care to insure accurate dimensions. The sur-
face roughness of the test sections and their cross-sectional di-
mensions were measured by cutting separate manufactured
samples and placing them in a profilometer. The mean surface
roughness was 2mm and the estimated standard deviation repre-
senting the uncertainty in channel hydraulic diameters was only
2.5 mm. The test section is surrounded by thick high-temperature

insulation; the calculated heat input to the water~based on overall
energy balance!and the applied power typically agree to within
two percent.

Deionized and degassed water is used in the experiments. Ex-
periments to measure the onset of flow instability point are per-
formed in two ways. In most cases the tests are pursued by start-
ing with a very high flow rate, and slowly reducing the flow rate
and continuously recording all measured parameters. These ex-
periments provide pressure drop versus mass flux characteristics.
Some tests, however, are conducted by maintaining the liquid
flow rate constant, and increasing the channel heat load until the
onset of flow instability occurs at channel exit. The latter tests
provide pressure drop versus heat flux characteristics. The onset
of flow instability point in both groups of tests is encountered
when the pressure drop across the test section passes through a
minimum. Each onset of flow instability experiment is repeated at
least twice, to ensure reproducibility.

An error propagation analysis was performed for the reported
mass and heat fluxes following the standard procedures described
in Bevington and Robinson@16#, the details of which can be found
in Kennedy@17#. Uncertainty in mass flux was assumed to result
from errors in the measured volumetric flow rates~see Table 2!,
and channel diameters. The channel diameters were measured by
precision ground pins with a known tolerance of60.013 mm; the
latter was therefore used as the error in channel diameter. The
calculated mass flux uncertainties in all tests were less than 1.5
percent. The uncertainty in heat flux was assumed to result from
errors in measured input power~see Table 2!, and the channel
heated surface area; and the latter was estimated using the afore-
mentioned tolerance associated with the measurement of channel
diameters. The calculated uncertainty associated with heat flux
was less than one percent.

In addition to the standard error propagation analysis, an overall
energy balance was performed on the test section for each test,
whereby the total measured input power was compared with the
power calculated from

Q̇5ṁL~ ĥE2ĥL,I ! (1)

where the enthalpy at the channel exit was calculated using the

Fig. 1 Schematic of the test facility

Table 1 Experimental system hardware components

A variable-speed positive displacement pump
B multistage centrifugal booster pump
C pump isolation ball valve
D system throttling valve
E bypass line throttling valve
F test section in-line heater, thermostatically controlled
G voltage source, 208 VAC, single phase
H variable AC power supply
I heat exchanger, tube-in-tube, thermostatically controlled
J accumulator relief valve
K bleed valve
L nitrogen gas tank
M accumulator, bellows type
N oxygen sensor housing
O three-way valve
P degassing tank isolation valve
Q system filling port/valve
R system relief valve
S degassing tank
T noncondensable gas separation column
U noncondensable gas bleed valve
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measured exit bulk temperature and pressure. The measured and
calculated total powers agreed typically within two percent, with a
maximum deviation of about four percent.

It should be noted that the aforementioned small uncertainties
in G andq9 can lead to relatively large uncertainties for the onset
of flow instability data due to the integral nature of the experi-
ments. This can be understood from Eq.~1!. Assuming a constant
specific heat for water, and noting that the onset of flow instability
occurs when the liquid leaving the test section is only slightly
subcooled, a mere two percent error inQ̇/ṁL in a test where the
inlet water is subcooled by 60 K leads to an error inTL,E of about
1.2 K. The impact of the latter uncertainty on the local subcooling
at the onset of flow instability is significant.

Results and Discussion

General Trends. A total of 70 experiments were performed;
in each experiment, measurements providing a complete demand
curve for a specific test section at a specified wall heat flux, exit
pressure, and bypass flow status~closed or open!were generated.
All the experiments presented here were performed using de-

gassed water. The test section pressure drop,DPTS, was calcu-
lated everywhere by subtracting the pressure drops associated
with the test section inlet and exit from the measured pressure
difference between the entrance and exit plena, the latter obtained
by using the loss coefficients recommended by Idelchick@18#.

Typical demand curves~test section pressure drop versus mass
flux for constant test section thermal load! are displayed in Fig. 3,
and demonstrate the general trends in the data. In this figure each
data point represents a separate experiment, and each demand
curve represents experiments with a constant heat flux. Each curve
depicts only a part of the characteristic pressure drop-mass flux
curve, and the onset of flow instability point associated with each
heat flux is the relative minimum on its corresponding curve. The
segment of the curve to the right of the onset of flow instability
point is stable, and instability can develop once the flow rate is
reduced below the flow rate associated with the onset of flow
instability point, where the curve has a negative slope. Further
reduction of the flow rate will lead to a sharp increase inDP, the
occurrence of a relative maximum, followed by a segment with
positive slope~@4#!. In the experiments reported here, however,

Fig. 2 Cut-away of a test section

Table 2 Experimental system instrumentation components
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the conditions leading to the onset of flow instability were of
interest, and complete demand curves were not obtained. The flow
bypass status~bypass open or closed! is not included, since all
important test results were found to be insensitive to it. The mea-
sured pressure drops obtained in unheated test sections are also
shown and do not coincide with the measured liquid pressure
drops in the tests with heated channels, even at high liquid veloci-
ties. The liquid temperature variations in the experiments with
heating are relatively large and affect the liquid viscosity, thereby
reducing the liquid single-phase friction factor and leading to
smaller channel pressure drops.

Onset of Nucleate Boiling. During experiments, an easily au-
dible whistle-like sound could be heard from the test section, be-
fore the flow rate was reduced to the level which led to the onset
of flow instability. The generation of this whistle-like sound was
evidently due to the appearance of vapor bubbles at the test sec-
tion exit, and can be attributed to the occurrence of the onset of
nucleate boiling. Alternatively, the location of the onset of nucle-
ate boiling point on the demand curve can be specified by com-
paring the experimental demand curve with a curve representing
the calculated channel pressure drops assuming single-phase liq-
uid flow. The latter calculations must, of course, utilize a friction
factor representative of the test section, and must correctly ac-
count for the dependence of the liquid viscosity on temperature.
The experimental and calculated curves will have similar gradi-
ents for single-phase liquid flow~i.e., at very high flow rates!, and
their gradients will be different when boiling occurs. The onset of
nucleate boiling point on the characteristic curve, representing the
conditions that lead to the occurrence of the onset of nucleate
boiling at the channel exit, can thus be specified as the point
beyond which the gradients of the two curves become noticeably
different ~@19#!. The aforementioned two methods for the specifi-
cation of the onset of nucleate boiling conditions were both ap-
plied to some tests and compared, and the results were found to be
in good agreement. The experimental results to be discussed be-
low were obtained using the aforementioned method based on the
gradient of the demand curves.

Table 3 is a summary of the experimental conditions leading to
the onset of nucleate boiling. These nucleate boiling conditions
are compared with the correlation of@5# in Figs. 4 and 5. The
latter correlation represents an empirical fit to the predictions, for
water, of a simple model which defines the onset of nucleate
boiling as the minimum wall superheat for the growth of hemi-
spherical bubbles assumed to reside on wall crevices. Crevices of
all sizes are assumed, and the growth of bubbles of any size is
assumed to be sufficient for triggering the onset of nucleate boil-
ing. The correlation of Bergles and Rohsenow@5# can be repre-
sented as

Fig. 3 Experimental demand curves for the 1.17-mm diameter
test section „PEÄ10.34 bar…

Fig. 4 Comparison between the onset of nucleate boiling
„ONB… data and the correlation of Bergles and Rohsenow †5‡
„DÄ1.17 mm…

Fig. 5 Comparison between the onset of nucleate boiling
„ONB… data and the correlation of Bergles and Rohsenow †5‡
„DÄ1.45 mm…

Table 3 Parameters leading the onset and nucleate boiling
„ONB… at test section exit „liquid inlet temperature Ä50°C…
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Table 4 Summary of measured local conditions leading to the onset of flow instability „OFI…
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qONB9 55.30P1.156@1.8~Tw2Tsat!ONB#n (2)

wheren52.41/P0.0234. Here,qONB9 , represents the wall heat flux
leading to the onset of nucleate boiling, is in W/m2, P is in kPa,
andTw andTsatare wall and saturation temperatures, both in K. In
the above correlation,qONB9 andTw are related according to

qONB9 5h~Tw2TL!ONB . (3)

To apply the above correlation,h, the local convective heat trans-
fer coefficient was calculated using the Dittus and Boelter corre-
lation ~@20#!. The correlation of Bergles and Rohsenow@5# was
applied to the data the following way. For each experimental data,
TL at the channel exit was first calculated using a simple energy
balance. KnowingTL and pressure, Eqs.~2! and ~3! were then
iteratively solved forTw andqONB9 .

The correlation of Bergles and Rohsenow@5#, as noted, system-
atically underpredicts the onset of nucleate boiling heat flux asso-
ciated with data representing the 1.17-mm diameter test section,
typically by a factor of two, and it agrees reasonably well with the
data representing the 1.45-mm diameter test section. These results
are consistent with the findings of Inasaka et al.@19# who noted
similarly reasonable agreement between their data representing
the onset of nucleate boiling in microchannels with 1 mm
and 3-mm inner diameters and the correlation of Bergles and
Rohsenow@5#.

Onset of Flow Instability and Onset of Significant Void
The points, as noted earlier, are defined as the minima on the
demand curves. Table 4 is a summary of the experimental local
conditions leading to the onset of flow instability, and includes the
local values of the following important dimensionless parameters:

St5
q9

rLULCPL~Tsat2TL!
(4)

Pe5
GDeCPL

kL
. (5)

The onset of significant void point generally occurs at a slightly
higher mass flux than the onset of flow instability point on pres-
sure drop-mass flux channel characteristics, and it occurs at a
slightly lower heat flux than the onset of flow instability point on
pressure drop-heat flux channel characteristics. As a result, corre-
lations for onset of significant void can provide a conservative
estimate of the range of operational parameters leading to the

onset of flow instability~@4#!. The correlation of Saha and Zuber
@6# has been relatively successful in predicting various experimen-
tal significant void and flow instability data~@21–23#!. Our flow
instability experimental data, which all fall in the thermally con-
trolled range of Pe,70,000~@6#! ~see Table 4!, are compared with
the latter correlation in Fig. 6. The large uncertainty bands repre-
sent62 percent uncertainty in heat flux~see the discussion fol-
lowing Eq. ~1!!, and are a result of the integral nature of onset of
flow instability experiments. Although uncertainties associated
with heat flux and mass flow rate are quite low in these experi-
ments, their effect on the local fluid temperature at the test section
exit can be significant. Notwithstanding these large uncertainties,
the correlation of Saha and Zuber@6# appears to overpredict the
Stanton number, St, for our onset of flow instability data for Pe
<25,000, and is in reasonable agreement, within about a factor of
2 scatter, with our data for Pe>25,000.

The agreement between our onset of flow instability data and
the correlation of Saha and Zuber@6# for thermally controlled
onset of significant void at Pe>25,000 is consistent with the re-
sults of the study reported by Inasaka et al.@19#, who experimen-
tally studied the onset of significant void phenomenon in channels
1 mm and 3 mm in diameter. Their experiments included Pe
'4.83104, 8.93104, and 13.73104, and their data representing
the lower Pe value compared with the correlation of Saha and
Zuber @6# relatively well. The data with Pe'13.73104 of the
latter authors evidently fall in the hydrodynamically controlled
range, where in large channels the models based on the bubble
departure mechanism~@8–10#! should apply. Inasaka et al.@19#
compared their data with the model of Levy@8# and noted rela-
tively poor results, however.

Simple and purely empirical correlations for the onset of flow
instability data can be developed by comparing flow and boundary
conditions leading to the onset of flow instability, with those lead-
ing to saturation~@24#!. Figure 7 shows a comparison between the
experimental heat flux values at the onset of flow instabilityqOFI9 ,
and 90 percent of the heat flux,qsat9 , which would result in bulk
exit saturation for the same geometry, mass flux, inlet tempera-
ture, and exit pressure. The value ofqsat9 can be calculated using a
simple energy balance:

gsat9 5
GA~ ĥf2ĥI !

pHLH
. (6)

Fig. 6 Variation of experimental values of the Stanton number at onset of
flow instability „OFI… with the Peclet number and comparison with the corre-
lation of Saha and Zuber †6‡ for the onset of significant void „OSV…
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Figure 7 indicates that the heat flux at the onset of flow instability
can be predicted using the relation

qOFI9 50.9qsat9 . (7)

The above correlation predicts the data within 6.9 percent, with 95
percent confidence level.

A comparison similar to that shown in Fig. 7, for the mass flux
at the onset of flow instability,GOFI , and the mass flux corre-
sponding to bulk exit saturation,Gsat, for the same geometry, heat
flux, inlet temperature and exit pressure, was also performed. The
value ofGsat can be calculated from

Gsat5
q9pHLH

A~ ĥf2ĥI !
. (8)

The results indicated that the mass flux at the onset of flow insta-
bility can be predicted from the following correlation within 6.45
percent, with 95 percent confidence:

GOFI51.11Gsat. (9)

As mentioned earlier, the bubble ebullition phenomena in mi-
crochannels are likely to be significantly different from the com-
monly applied large channels, due to the occurrence of extremely
large-temperature and velocity gradients in the former. Large-
temperature gradients near the wall result in a strong thermocap-
illary ~Marangoni! force which resists the departure of bubbles
from wall crevices. Once released, furthermore, small bubbles in a
microchannel are acted on by a significant lift force resulting from
the extremely large liquid velocity gradients~@13#!. Observations
confirming that the bubble ebullition phenomenology in micro-
channels is different from large channels have been reported by
Peng and Wang@14,15#. The latter authors did not observe visible
bubbles in their experiments dealing with boiling of deionized
water and Methanol in rectangular cross section microchannels,
even under conditions clearly representing fully developed boil-
ing. Evidently, experiments addressing the basic phenomenology
of boiling in microchannels are needed.

Concluding Remarks
The onset of nucleate boiling and the onset of flow instability in

uniformly heated microchannels with subcooled water flow were
experimentally investigated in this study. The test sections were
22-cm long channels with circular cross sections, with 1.17-mm
and 1.45-mm inner diameters, and had 16-cm long heated lengths.

Important experimental parameter ranges were: 3.44 to 10.34 bar
channel exit pressure; 800 to 4500 kg/m2s mass flux~1 to 5 m/s
inlet velocity!; 0 to 4.0 MW/m2 channel wall heat flux; and 7440
to 33,000 Peclet number at the onset of flow instability. Demand
curves~pressure drop versus mass flow rate curves for constant
wall heat flux and channel exit pressure! were generated. The
correlation of Bergles and Rohsenow@5# underpredicted the heat
flux at the onset of nucleate boiling typically by a factor of two for
the smaller channel and agreed reasonably well with the experi-
mental data for the larger channel. The empirical correlation of
Saha and Zuber@6# for the onset of significant void when directly
compared with the onset of flow instability data, significantly
overpredicted the heat flux leading to the onset of flow instability
for Peclet numbers less than about 25,000, and agreed reasonably
well with the data for higher Peclet numbers.

Nomenclature

A 5 channel cross-sectional area~m2!
Cp 5 specific heat~J/kg K!
D 5 channel diameter~m!

De 5 hydraulic diameter~m!
G 5 mass flux~kg/m2s!
g 5 gravitational constant~m/s2!
h 5 convection heat transfer coefficient~W/m2 K!
ĥ 5 enthalpy~J/kg!
k 5 thermal conductivity~W/m K!

LH 5 heated length~m!
ṁ 5 mass flow rate~kg/s!
P 5 pressure~Pa!

DP 5 pressure drop~Pa!
pH 5 heated perimeter~m!
Pe 5 Peclet number
Q̇ 5 total power~W!
q9 5 wall heat flux~W/m2!
St 5 Stanton number
T 5 temperature~K!
U 5 velocity ~m/s!

Greek Letters

r 5 density~kg/m3!
s 5 surface tension~N/m!

Fig. 7 Comparison between the heat flux values at the onset of flow instability „OFI…
and 90 percent of the values required for bulk exit saturation
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Subscripts

E 5 test section exit
f 5 saturated liquid

G 5 vapor
I 5 inlet
L 5 liquid

OFI 5 onset of flow instability
sat 5 saturation
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Analysis of In-Flight Oxidation
During Reactive Spray
Atomization and Deposition
Processing of Aluminum
This work defines a model to predict the characteristics of materials processed using
reactive spray atomization and deposition. The materials considered are aluminum alloys
while target dispersoids are primarily oxides. These may be obtained by the reaction of
oxygen-containing atomization gas mixtures with molten alloy droplets. Droplet position
and velocity histories are obtained from the numerical solution of the one-dimensional
equation of motion. The energy equation inside the droplet is solved numerically using
finite differences to predict the spatially resolved temperature field. The solid/liquid in-
terface progression rate is estimated using a power law while an oxidation rate expres-
sion based on the Mott-Cabrera theory is used for the oxide thickness. Such a model
should prove very valuable in determining the parameters controlling the volume fraction
and the size distribution of the dispersoids for various systems.@S0022-1481~00!02901-7#

Keywords: Droplet, Heat Transfer, Manufacturing, Materials, Modeling, Solidification

Introduction
Reactive spray atomization and deposition is a materials pro-

cessing technique which combines atomization, chemical reaction,
and consolidation~@1–3#!. It potentially allows in situ, continuous
control over alloy composition and chemical reaction between
molten alloy droplets and reactive atomization gas~@3#!. During
reactive spray deposition, a molten alloy is atomized using a re-
active gas mixture. The atomized droplets are subsequently depos-
ited on a substrate. Chemical reactions occur between the matrix
material and the reactive gas during both atomization and deposi-
tion. By carefully selecting alloying additive and reactive gas
combinations on the basis of thermodynamic considerations, it is
possible to synthesize materials containing in situ dispersoids such
as carbides, nitrides, and oxides, leading to grain refinement~@1#!.

Dai et al.@2# have shown experimentally that adding oxygen to
the atomization gas results in a significant grain size reduction
~from 41 mm for processing with nitrogen only down to 18mm
when ten percent~vol.! oxygen is added to the atomization gas!.
The experimental data indicates that the volume fraction and the
size distribution of the dispersoids are critical to the grain refine-
ment mechanisms. However, a tangible understanding of the role
played by the dispersoids in grain growth limitation is still in
development. A model for Ni3Al droplet solidification and oxida-
tion was developed by Liu et al.@3#. That model included a crude
numerical solution of the droplet energy equation as well as a very
simple oxidation model that could not reproduce the variations of
the oxide volume fraction with the atomization gas oxygen con-
tent observed by Dai et al.@2#.

The primary goal of the present work is to define a model that
will allow the prediction of the oxide volume fraction in the de-
posited material as a function of processing parameters such as the
atomization gas oxygen content or the melt superheat. The con-
figuration used here as a reference is that employed by Dai et al.
@2#. In this setup, the starting alloy is melted and superheated in a
graphite crucible and then transported through a graphite delivery
tube to the atomizer. In the atomizer, the liquid metal jet~typical

diameter: 3–5 mm! flows along the axis. It is surrounded by 18
orifices, each having a diameter of 0.8 mm, providing supersonic
jets of a N2 /O2 mixture. The interactions between the liquid metal
jet, the high-speed gaseous jet, and the shock wave pattern result
in atomization. The droplets thus formed exchange momentum,
heat, and react with the surrounding gas to eventually impinge on
a substrate where they deform, spread, and solidify. The model
presented here focuses on in-flight droplet behavior. The liquid-
metal jet breakup and droplet deposition phases are not modeled.

This model is based on Liu et al.’s model~@3#! but includes a
refined solution of the droplet energy equation thus allowing a
more accurate prediction of the location of the oxide/solid and
solid/liquid interfaces. Furthermore, the oxidation process is de-
scribed using a model based on the Mott-Cabrera theory~@4,2#!.
The materials considered are aluminum alloys while target disper-
soids are primarily oxides. These may be obtained by the reaction
of oxygen-containing atomization gas mixtures with molten alloy
droplets or with minor alloy additives that exhibit a high affinity
for oxygen. This modeling effort considers only the former.

Analysis
Consider a spherical metal droplet traveling in a colder, oxidiz-

ing gas. If the metal oxide is stable and forms relatively quickly
~as it is the case for aluminum!, it forms a continuous layer at the
periphery of the droplet. As the droplet advances, it is cooled by
convection and, eventually, starts solidifying. The oxide layer pro-
vides heterogeneous nucleation sites and solidification proceeds
from the oxide interface towards the center of the droplet~see Fig.
1!.

The thermal energy transfer in the droplet is described using a
spherically symmetric unsteady conduction equation:

]T

]t
5a

1

r 2

]

]r S r 2
]T

]r D . (1)

This equation has to be solved in the oxide, solid, and liquid
regions. Since heat release occurs at both the oxide/solid~or
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oxide/liquid! and solid/liquid interfaces, their positions,O(t) and
S(t), must be determined and heat balances must be written at
these locations:

rsDHm

dS

dt
5ks

]T

]r U
r 5S~ t !

2kl

]T

]r U
r 5S~ t !

(2)

1

2

rAt

WAt
DH̄ox

dO

dt
5kox

]T

]r U
r 5O~ t !

2kd

]T

]r U
r 5O~ t !

(3)

where the subscript ‘‘d’’ ~droplet! refers to either solid or liquid
since both situations are possible. Furthermore, a symmetry con-
dition is enforced at the droplet center:

]T

]r U
r 50

50 (4)

and a convective cooling condition is applied at the droplet sur-
face:

kl

]T

]r U
r 5R

5h~Tg2Ts!. (5)

Since the boundary conditions described by Eqs.~2! and ~3! are
applied at moving boundaries, it is useful to transform Eq.~1! in
order to immobilize these interfaces. In general, if a one-
dimensional domain has two time-dependent boundaries~r
5 f (t) and r 5g(t)!, it can be mapped to a domain where both
boundaries are not time-dependent using the following transfor-
mation:

j5
r 2 f ~ t !

g~ t !2 f ~ t !
. (6)

This mapping results in the appearance of pseudo-convective term
in the transformed equation

]T

]t
1A~j,t !

]T

]j
5B~j,t !

]

]j S C~j,t !
]T

]j D (7)

where

H A~j,t !5@j~ ḟ 2ġ!2 ḟ #/~g2 f !

B~j,t !5a/$~g2 f !2@~g2 f !j1 f #2%
C~j,t !5@~g2 f !j1 f #2.

. (8)

In the case considered here,f (t) andg(t) are defined in each of
the three regions as follows:

H 0,r ,S~ t !: f ~ t !50, g~ t !5S~ t !

S~ t !,r ,O~ t !: f ~ t !5S~ t !, g~ t !5O~ t !

O~ t !,r ,R: f ~ t !5O~ t !, g~ t !5R.

(9)

Nonequilibrium Solidification. In the case of equilibrium
solidification, phase change occurs at the melting temperature,
TL , and Eq.~2! is used to determine the solid growth rate,dS/dt.
However, as it will be shown in the Results Section, the droplet
cooling rates in the type of process considered here are so high~of

the order of 105 K/s! that the achievable undercooling is signifi-
cant and the solid growth is kinetically driven. Hence, a typical
liquid metal droplet will undergo liquid cooling until its surface
temperature reaches the nucleation temperature. The homoge-
neous nucleation temperature,Tn,0 , depends on the cooling rate,
2dT/dt, the droplet size,D, and the rate of nucleation,I, through
Hirth’s equation~@5#!:

0.01I~pD3/6!DT0

~2Ṫ!
51 (10)

where DT0(5TL2Tn,0) is the achievable homogeneous under-
cooling. Furthermore, the homogeneous nucleation rate may be
estimated by Flemings@6# and Lawrynowicz et al.@7#.

I5N expF2
16p

3

V2TL
2s3

k~TL2DT0!DT0
2DH̄m

2 G (11)

where N51046 m23s21. Equations~10! and ~11! are solved nu-
merically to yield DT0 . In order to evaluate the heterogeneous
undercooling, the method proposed by Mathur et al.@8# is used
here ~see also@7#!. The degree of heterogeneous undercooling,
DT, is then related toDT0 as

DT5DT0 expS 22.231012
pd3

6 D . (12)

Once the nucleation temperature is reached, solidification starts.
The solidification rate is assumed to follow a linear law~@3#!:

dS

dt
5K~TL2Ts/ l ! (13)

whereTs/ l is the temperature of the solid/liquid interface andK is
the kinetic parameter as defined by Levi and Mehrabian@9#. Equa-
tions ~2! and ~13! are then solved together to determineTs/ l .

Oxidation Model. The present oxidation model for alumi-
num is based on the Mott-Cabrera theory for very thin oxide films
recently proposed by Dai et al.@2#. They argue that since the
droplet travel time is typically a few milliseconds~the results
presented herein confirm it!, the oxidation reaction occurs at very
short times compared to the several minutes corresponding to the
‘‘initial period.’’ Hence, very thin oxide films~less than a few
hundred Angstroms! are expected. The Mott-Cabrera theory is
based on the assumption that oxidation is limited by the ion trans-
port through the oxide layer. At relatively low temperatures, ion
diffusion is extremely slow, but electrons can go through the ox-
ide film by tunnel effect. An electric field is therefore established
across the oxide layer that drives ion transport across the film. The
oxidation rate can then be evaluated as~@4#!:

dO

dt
522A0 expS 2

Q

kTDexpS K0

PO2

1/2

kT
D (14)

wherePO2
is the oxygen partial pressure andA052.53106 Å/s,

Q51.6 eV, andK050.139 eV/Torr1/2 ~@2#!. Equations~3! and
~14! are then solved simultaneously to yield the oxide interface
temperature.

Droplet Dynamics. In the reactive spray atomization and
deposition process, the droplet dynamics is significantly compli-
cated by compressibility effects and possible interaction with the
shock pattern existing in the atomizer. However, the goal here is
not to simulate the complete reactive spray atomization and depo-
sition process but rather to gain some valuable insight regarding
the processing step which directly controls dispersoid volume
fraction, droplet transport. Nevertheless, the convective heat trans-
fer coefficient in Eq.~5! is estimated using the Ranz-Marshall

Fig. 1 Oxide, solid, and liquid regions in the droplet
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correlation~@10#!. This requires that the droplet/gas relative veloc-
ity be determined. To this end, a simplified equation for the drop-
let motion

dVd

dt
5gS 12

rg

rd
D1

3

4D

rg

rd
uVd2Vgu~Vd2Vg!Cd~Re! (15)

is integrated. This equation assumes that the Basset, Saffman, and
Magnus forces are negligible. Droplet-droplet interactions are also
neglected~dilute spray!. Droplets are assumed to remain spherical
because of aluminum’s large surface tension~the Weber number
is typically of order 1! and because deformation is further hin-
dered by the formation of the oxide film. Therefore, an approxi-
mation of the standard drag curve for solid spheres can be used to
evaluate the drag coefficient~@3#!.

A second integration is performed to determine the droplet po-
sition. The gas velocity one-dimensional field is specified using
the following correlation:

Vg5Vg,0 expS 2
z

3.0431024Vg,0
1.24D . (16)

This is a correlation of the centerline gas velocity originally
developed by Grant et al.@11# using a setup with characteristics
similar to those used in the present work~as described in the
Introduction! and for Al/nitrogen. This correlation is generally
suitable for the conditions that are present during close-coupled
atomization of molten metals. Although the value of the exponent
may vary somewhat, depending on atomizer design, it has been
reported to provide an acceptable accuracy~@1#!.

Numerical Solution and Accuracy. Equations~2!–~5!, ~7!,
~8!, and~13!–~16! are solved numerically. Equation~7! and the
related boundary conditions were discretized using a forward-
time-centered-space~FTCS!scheme with a time step less than 1
ms. The resulting equation system is solved using the tri-diagonal
matrix algorithm~TDMA! ~@12#!. In the particular case of interest
here ~aluminum droplets! the oxide film is expected to be ex-
tremely thin ~between one Angstrom and a few hundred Ang-
stroms!. Hence, the temperature in the oxide layer can be assumed
uniform and the convective cooling boundary condition at the
droplet surface is modified to include the energy source due to
oxidation. The droplet equation of motion~Eq. ~15!! is solved
using a Runge-Kutta-Fehlberg algorithm~@13#!.

The accuracy of the computations was assessed by varying both
the time step and the number of nodes used. The resulting effect
on the predicted droplet surface temperature in Case #1~defined
in Table 1!is shown in Fig. 2. The results show that, in this case,
the time step used should be maintained below 1ms and the num-
ber of nodes above 40 per region. The former is necessary to

obtain a satisfactory time-resolution of recalescence, whereas the
latter is required for an accurate prediction of the heat flux at
interfaces.

Results
The cases presented here consider an aluminum droplet with an

initial velocity of 2 m/s injected in a N2 /O2 gas mixture at 220 K
and 520 m/s. Droplet sizes range from 20 to 120mm, injection
temperatures from 1033 to 1273 K~100 to 340 K superheat!, and
oxygen volume fractions in the atomization gas from 0 to 10
percent. A numbered list of these cases is provided in Table 1 for
easy reference.

Droplet Dynamics. The predicted droplet velocity is shown
Fig. 3 for 40mm, 80mm, and 120mm droplets together with the
correlated gas velocity~Cases 1–3!. In all cases, the droplets are
rapidly accelerated by drag forces until their velocity exceeds the
local gas velocity at which point the droplets decelerate. Smaller
droplets~e.g., 40mm! expectedly follow the gas more closely than
larger droplets~e.g., 120mm! which adopt a more inertial trajec-
tory. As stated above, these results neglect compressibility effects
and possible interaction with the shock pattern existing in the
atomizer.

Droplet Heat Transfer and Solidification. A direct conse-
quence of the predicted droplet velocities is the heat transfer co-
efficient behavior shown in Fig. 4. The heat transfer coefficient is
initially very high ~from 1 to 2 104 W/m2/K! because of the large
droplet/gas relative velocity. When the droplet switches from ac-
celeration to deceleration and the relative velocity goes through

Fig. 2 Numerical accuracy. Variations of the predicted droplet
surface temperature for various time-steps and mesh spacings.

Table 1 Cases considered

Case
No.

D
@mm#

T0(T02TL)
@K#

O2 vol.
@%#

1 80 1033~100! 0
2 40 1033~100! 0
3 120 1033~100! 0
4 120 1273~340! 0
5 50 1073~140! 0
6 20 1073~140! 0
7 120 1073~140! 0
8 50 1073~140! 3
9 50 1073~140! 5

10 50 1073~140! 10
11 80 1033~100! 10
12 20 1073~140! 10
13 120 1073~140! 10
14 50 1173~240! 10
15 50 1273~340! 10
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zero ~at z'0.3 m for a 40mm droplet!, the heat transfer coeffi-
cient exhibits a sharp local minimum and then increases again as
the absolute value of the relative velocity increases. Eventually,
the relative velocity asymptotes back to zero and the heat transfer
coefficient decreases again. This is more marked for smaller drop-
lets as they tend to follow the gas velocity more closely. The
spike, seen for instance at 0.1 m for the 40mm droplet, is the
result of the sudden rise in droplet surface temperature caused by
recalescence and evidences the influence of the droplet surface
temperature on the thermophysical properties in the gas film
around the droplet. The value of the heat transfer coefficient re-
mains relatively high ('0.53104 W/m2/K) throughout the drop-
let trajectory for all sizes considered.

The surface temperature and solid fraction histories for a 80mm
Al droplet at 1033 K in a nitrogen atmosphere~no oxidation, Case
1! are shown in Fig. 5. The predicted droplet surface temperature
exhibits a behavior typical of rapid solidification. First, the droplet
cools down until its surface temperature reaches the nucleation
temperature~869 K! corresponding to the calculated undercooling
~64 K! 1.09 ms after injection~at 0.218 m!. Solidification is then
initiated. The rate of solidification is initially so high~cf. the slope

of the solid fraction curve in Fig. 5 during recalescence! that the
associated heat release is too large for the convective cooling to
evacuate the heat generated and the droplet surface temperature
increases. This recalescence phase is short~about 750ms! and is
followed by a longer post-recalescence solidification phase~1.85
ms!during which the solid fraction increases from its value at the
end of recalescence~0.52! to 1. Finally, the droplet undergoes
solid cooling for the rest of its trajectory.

The temperature profiles within the droplet remain relatively
uniform except at the inception of recalescence~Fig. 6! when the
heating rate becomes positive and very large. Figure 6 also shows
that the radial temperature gradient is still negative in the droplet
core~up to about 27mm! as a result of the cooling that the droplet
was undergoing up until recalescence started. This result shows
that a lump-parameter formulation is not adequate to model drop-
let behavior in nonequilibrium solidification processes if a de-
tailed description of the recalescence phase is to be obtained.

The droplet-surface heating rate history, as provided in Fig. 7
for the case of a 120mm droplet~340 K superheat, Case 4!, yields
more insight regarding the droplet thermal behavior. The four

Fig. 3 Influence of size on predicted droplet velocity history
„Cases 1–3…. The correlated gas velocity is shown for refer-
ence.

Fig. 4 Influence of droplet size on predicted heat transfer co-
efficient „Cases 1–3…

Fig. 5 Predicted solidification behavior of a 80 mm Al droplet
„Case 1…

Fig. 6 Computed radial temperature profile in a 80 mm Al drop-
let when recalescence starts „Cases 1 and 11…
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phases of the droplet solidification process: liquid cooling, re-
calescence, post-recalescence solidification, and solid cooling are
clearly identifiable.

During liquid cooling, the droplet heating rate is controlled by
the droplet/gas relative velocity~see also Figs. 3 and 4!. At 2.3
ms, the droplet velocity equals that of the gas~flow reversal!and
the convective heat transfer coefficient is at its minimum. In the
particular case of Fig. 7, flow reversal occurs before recalescence.
However, recalescence was found to occur before flow reversal
for smaller droplets because their higher heat transfer coefficient
causes their surface temperature to reach the nucleation value
sooner~even though they exhibit a significantly higher degree of
undercooling!.

In the case presented in Fig. 7~Case 4: 120mm droplet; 340 K
superheat!, recalescence is even shorter~88 ms! than for the case
presented in Fig. 5~Case 1: 80mm droplet, 100 K superheat!. As
a result, recalescence seems to be a singularity on the droplet
thermal history. However, as evidenced by Fig. 8, recalescence is
well resolved~a time step of 1ms is used in the computations!.

Influence of Droplet Size. Figures 9 and 10 show how the
droplet solidification behavior is affected by the droplet size
~Cases 5–7!. Case 5~50 mm droplet, 140 K superheat! is used as
a base case for the purposes of the following discussion whereas

the smaller~Case 6: 20mm! and larger~Case 7: 120mm! sizes
exemplify two extreme behaviors around this base case.

As indicated by Eq.~10!, the achievable undercooling decreases
as the droplet size increases~20 mm: 211 K; 50mm: 177 K; 120
mm: 27 K!. Nevertheless, recalescence occurs earlier for smaller
droplets as a result of their larger heat transfer coefficient and
cooling rate. After nucleation at 0.19 ms, solidification proceeds
fast enough for the 20mm droplet to completely solidify before
the droplet surface temperature approaches the melting point. On
the contrary, the 120mm droplet reaches the nucleation tempera-
ture after 1.45 ms and recalescence lasts about 869ms ~versus 432
ms for the 50mm droplet and 42ms for the 20mm droplet!.
Recalescence is longer for larger droplets because of their higher
nucleation temperature which result in slower solidification~cf.
Eq. ~13!!. The following solidification phase is also relatively
slow: At the end of computation~4.33 ms!the solid fraction is
only 0.474.

A typical injector to substrate distance is between 200 and 400
mm. For instance, Dai et al.@2# indicate that their substrate is
positioned 380 mm below the injector. The present computations
show that, all other parameters being equal, an aluminum droplet

Fig. 7 Heating rate history for a 120 mm Al droplet „Case 4…

Fig. 8 Solid fraction and heating rate history during recales-
cence in a 120 mm Al droplet „Case 4…

Fig. 9 Influence of droplet size on the predicted surface tem-
perature history „Cases 5–7…

Fig. 10 Influence of droplet size on the predicted solid fraction
history „Cases 5–7…
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with a diameter of the order of the Sauter Mean Diameter of
practical droplet size distributions~about 100mm! would reach
the substrate partially solidified. It has been argued~@1#! that in
order to minimize porosity the droplets should not reach the sub-
strate in a completely liquid state. On the other hand, the droplets
should not be fully solidified at impact if overspray is to be mini-
mized.

Oxidation. If oxygen is added to the atomization gas, oxida-
tion occurs. Three parameters are expected to influence the oxide
film thickness: droplet diameter, melt superheat, and oxygen con-
centration in the atomization gas. The evolution of the oxide film
thickness for a 50mm droplet, 1073 K superheat, and 10 vol.
percent O2 is shown in Fig. 11. The oxidation is initially high and
decreases as liquid cooling proceeds. At 980ms, nucleation occurs
and the sudden increase in droplet surface temperature~Fig. 12!
results in a sharp increase of the oxidation rate. Finally, the film
thickness asymptotes to about 400 Å. In this case~10 vol. percent
O2! oxidation is found to affect the droplet temperature history
~Fig. 12!: The heat generated by the oxidation reaction delays
slightly the onset of nucleation~by 146ms!. As evidenced in Fig.
6, this is only a time-lag, with little influence on the temperature
profile itself.

At lower oxygen concentrations, 3 vol. percent~Case 8!and 5
vol. percent~Case 9!, the predicted oxide film thickness is two
orders of magnitude smaller than for 10 vol. percent, dropping to
less than 0.2 Å and about 2 Å, respectively. This highly nonlinear
behavior is directly related to the fact that the oxidation rate is an
exponential function of the square root of the oxygen partial pres-
sure~see Eq.~14!!. This functional relation reflects the increase in
the probability of ion migration along interstitial lattice sites in the
direction of the electric field created by the oxygen ions adsorbed
at the oxide/gas interface~@4#!. These results confirm the argu-
ment put forward by Dai et al.@2# to explain why no oxide par-
ticles could be found in the deposits produced with an atomization
gas containing less than 10 vol. percent O2.

Oxidation was also found to have a very minor effect on the
droplet thermal behavior at lower oxygen concentrations. For in-
stance, the surface temperature predicted for Case 9~50 mm, 1073
K, 5 vol. percent O2! remains with 1 K of that predicted for the
same droplet in an inert environment~Case 5!.

Both droplet size and melt superheat were found to affect the
oxide film thickness~Figs. 13 and 14!. These effects are both
related to the influence that both parameters have on the droplet
thermal history. As described above, the temperature of a 20mm

Fig. 11 Predicted oxide film thickness for a 50 mm Al droplet
„140 K superheat … at selected oxygen volume fractions „Cases
8–10…

Fig. 12 Effect of oxidation on the predicted droplet surface
temperature „Cases 5 and 10…

Fig. 13 Effect of droplet size on the predicted oxide film thick-
ness for an Al droplet „140 K superheat, 10 vol. percent O 2;
Cases 10, 12, and 13 …

Fig. 14 Effect of superheat on the predicted oxide film thick-
ness for a 50 mm Al droplet „10 vol. percent O 2; Cases 8–10…
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droplet decreases much faster than that of a 120mm droplet be-
cause of the higher heat transfer coefficient and lower total ther-
mal inertia of the smaller droplet. Consequently, the oxide film
that forms on a 20mm droplet is much smaller than that on a 120
mm droplet~43 Å versus 510 Å at 3 ms!. The melt superheat has
a noticeable but relatively less important effect~Fig. 14!.

Comparison With Experimental Observations. There is no
direct measurement available of the oxide film thickness forming
on metal droplets at conditions relevant to reactive atomization
and spray deposition. However, a qualitative validation may be
obtained by comparing the width of oxide stringers in the deposit
to the predicted oxide film thickness. The former is expected to be
roughly double the latter~@14#!, most likely as the result of the
impact of subsequent droplets~@2#!. Figure 15 shows that the
range of oxide stringer thickness as observed by Dai et al.@2# is
indeed about twice the oxide film thickness predicted using the
present model at 380 mm~the deposition distance used in the
experiments!and for droplet sizes from 20mm to 120mm.

This model can be used to test hypotheses regarding the process
parameters which potentially control grain refinement. For in-
stance, Fig. 16 shows that the predicted oxide volume fraction that

would be obtained with a mono-sized~50 mm! spray and less than
five percent O2 in the atomization gas is too small (,2.1025) to
induce grain growth retardation. This is consistent with the mea-
sured grain size for this range of oxygen concentration~. 35
mm!. However, at ten percent O2, the predicted oxide volume
fraction jumps to 2.1023 and the measured grain size drops to 17
mm. Of course, this is only an example provided to demonstrate
the usefulness of this model. More quantitative conclusions could
be obtained using the actual droplet size distribution.

Conclusions
A numerical model for the prediction of droplet in-flight behav-

ior during Reactive Atomization and Spray Deposition processes
has been developed. This model can be used to obtain qualitative
estimates of the droplet surface temperature, solid fraction, and
oxide thickness. The predictions are consistent with available ex-
perimental observations, but the model still needs to be quantita-
tively validated by comparison with relevant experimental data.
Such a model could eventually be used to determine the influence
of process parameters on the volume fraction and the size distri-
bution of the oxide dispersoids for various systems.
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Nomenclature

D 5 droplet diameter~m!
DHm 5 heat of fusion~J/kg!
DH̄ox 5 heat of oxidation~J/mol!

h 5 convective heat transfer coefficient~W/m2/K!
I 5 nucleation rate~1/m3/s!
ki 5 thermal conductivity ofi ~W/m/K!

O(t) 5 position of the oxide/~liquid or solid! interface~m!
r 5 radial coordinate~m!
R 5 droplet radius~m!

S(t) 5 position of the solid/liquid interface~m!
t 5 time ~s!
T 5 temperature~K!

TL 5 melting temperature~K!
Tn 5 heterogeneous nucleation temperature~K!

Tn,0 5 homogeneous nucleation temperature~K!
DT 5 heterogeneous undercooling~K!

DT0 5 homogeneous undercooling~K!
Ṫ 5 droplet heating rate~K/s!
V 5 velocity ~m/s!

Wi 5 molecular weight ofi ~kg/mol!
z 5 axial position measured from the nozzle~m!

Greek Letters

a 5 thermal diffusivity ~m2/s!
r 5 density~kg/m3!
s 5 solid/liquid interfacial energy~J/m2!
V 5 molar volume~m3/mol!
k 5 Boltzmann’s constant (51.38310223) ~J/K!

Subscripts

s 5 solid
Al 5 aluminum

l 5 liquid
ox 5 oxide, oxidation
m 5 melting
g 5 gas

Diacritical

– 5 molar quantity

Fig. 15 Comparison of the predicted oxide film thickness with
the observed thickness of oxide stringers „10 vol. percent O 2;
Cases 10, 12, and 13 …

Fig. 16 Variations of predicted oxide volume fraction for a 50
mm Al droplet and measured grain size with atomization gas O 2
content „Cases 5, 8, 9, and 10 …
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Heat Transfer and Friction
Characteristics of Internal
Helical-Rib Roughness
This paper provides heat transfer and friction data for single-phase flow in seven
15.54-mm inside diameter tubes having internal helical-rib roughness. The range of geo-
metric parameters were number of rib starts (18 to 45), helix angle (25 to 45 deg), and rib
height (0.33 to 0.55 mm). These geometries provide data on a new class of internal
enhancement that is typical of commercially rough tubes presently used. The tested ge-
ometries provide enhancement by flow separation at the ribs, and by a significant surface
area increase. The data were taken with water having 5.08<Pr<6.29. Two different
correlations were employed to predict the Stanton number and friction factor as a func-
tion of geometric variables and Reynolds number. The average deviation of the multiple
regression heat transfer and correlations were 2.9 percent and 3.8 percent, respectively.
Heat transfer and friction correlations based on the heat-momentum transfer analogy for
rough surfaces yielded standard deviations of 1.4 percent and 5.4 percent, respectively.
The correlations were shown to reasonably predict the heat transfer and friction for
commercially used helical-rib roughened tubes.@S0022-1481~00!03001-2#

Keywords: Enhancement, Forced Convection, Heat Transfer, Roughness

Introduction

Internally enhanced tubes for liquid flow have become impor-
tant in commercial applications. The refrigeration industry rou-
tinely uses roughness on the water-side of large refrigeration
evaporators and condensers, as described by Webb@1,2#. Such
evaporators and condensers have water flow inside the tubes with
evaporation~or condensation!on the outside of tubes in a bundle.
As shown by Fig. 1, a variety of internally enhanced geometries
have evolved since the mid 1970s. These tubes provide water-side
enhancement in the range of 70–250 percent. Considerable data
have been published on water-side heat transfer enhancements
such as shown in Fig. 1, and these data are summarized in Chapter
9 of Webb @2#.

The Fig. 1 tubes that have an outside diameter of 19 mm are
described as helical rib roughened tubes. The Fig. 1~a! Wolverine
Turbo-Chil tube having ten starts (Ns510) was commercially in-
troduced in the early 1970s. This tube was replaced in 1988 by the
Turbo-C tube having 30 starts, and followed by the Turbo-CII
tube~Fig. 1~b!!in 1995 having 38 starts. Hence, as the technology
advanced, the number of starts was increased. The basic geomet-
ric variables of the helically ribbed tube are the rib helix angle
~a!, the rib height (e), and the rib axial pitch pa

5pDi /(Ns tana). As the number of starts increases, the axial rib
pitch decreases and the ribs provide considerable surface area in-
crease. The ten-start Figure 1~a! Turbo-Chil tube haspa /e511,
and these ribs provide a surface area increase of only 17 percent.
However, the surface area increase of the 38-start Fig. 1~b! Turbo-
CII start tube is approximately 60 percent.

The ten-start Fig. 1~a!tube is historically called a ‘‘rough’’
tube, because it provides enhancement by local boundary layer
separation and reattachment between the ribs. Figure 9.7 of Webb
@2# shows that the boundary layer in a ‘‘transverse-rib’’tube~a
590 deg!reattaches six to eight rib heights downstream from the
rib. The maximum heat transfer coefficient occurs at the reattach-

ment point. Forpa /e.10, as the helix angle is reduced from 90
deg to 47 deg~Fig. 1~a!!, the same basic enhancement mechanism
exists, and is discussed by Gee and Webb@3#.

Webb @2# further shows that the heat transfer coefficient de-
creases if the rib pitch is reduced below that needed for boundary
layer reattachment. However, as the number of starts increases,
the rib axial pitch is significantly reduced. The 38-start Fig. 1~b!

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Feb. 3, 1999;
revision received, Oct. 2, 1999. Associate Technical Editor: B. Chung.

Fig. 1 Photos of commercially used helically ribbed tubes; „a…
Wolverine Turbo-Chil, „b… Wolverine Turbo-CII, „c… illustration
of internally finned tube
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tube haspa /e53.73. Based on present understanding of the
roughness enhancement mechanism, one would not expect bound-
ary layer reattachment to occur. Because of the large number of
starts, the Fig. 1~b! tube provides significant surface area increase,
as does the ‘‘internally finned’’ tube whose end view is illustrated
in Fig. 1~c!. Traditional ‘‘internally finned’’ tubes, such as illus-
trated in Fig. 1~c!, have largere/Di than the Fig. 1~a!tube and
provides significant area increase. Local flow separation is as-
sumed to not occur if the helix angle is small~e.g., less than 15
deg!. So the enhancement is principally caused by the area in-
crease alone.

Hence, the Fig. 1~b!tube having a large number of starts and
high helix angle cannot be described as either a classic ‘‘rough’’
tube, or a largee/Di ‘‘internally finned’’ tube. It probably pro-
vides some of the attributes of a rough tube~local flow separa-
tions! and some of an internally finned tube~large surface area
increase!. It is likely that the flow will tend to swirl, although it is
expected that the swirl angle will be significantly less than the
helix angle. Very little understanding exists of the flow and en-
hancement mechanism of a tube typical of Fig. 1~b!. No flow
visualization experiments or numerical simulations have been re-
ported in the literature for this geometry.

The purpose of this paper is to provide data to define the effect
of rib height, rib axial pitch, and helix angle on the tube perfor-
mance. Work was done to obtain data on seven different tubes
having geometries for which the range of rib height~e!, the num-

ber of starts (Na), and the helix angle~a! was varied. This is the
first work to report the effect of the geometric variables on this
class of tube geometry. The data are also correlated to provide a
design equation to predict the effect of the geometric variables on
the tube performance.

Tube Geometries Tested
Figure 2 shows the seven internally enhanced tube geometries

specially manufactured by Wolverine Tube, Inc., for test in this
work. Figure 3 shows a drawing of the rib geometry taken normal
to the ribs of Tube 5. In the actual tubes, the ribs are slightly
asymmetric, because of the manufacturing process. The rib asym-
metry provides a small flow directional effect on pressure drop,
amounting to a few percent.

The geometry dimensions of the tubes are summarized in Table
1. All eight tubes haveDi515.54 mm~0.612 in.!, and were made
with 1024 fins/in.~0.90 mm high!on the outer surface. Tube 1 has
a plain interior surface while the other seven have internal en-
hancement. The geometries vary the number of starts (Ns), helix
angle~a!, and rib height~e!. The rib height given in Table 1 is the
average of the asymmetric fin. All the ribs have a 41 deg included
angle.

The major tube geometry variables aree, Ns , anda and the rib
shape geometry parameters aretb ~fin base thickness!, t t ~fin tip

Fig. 2 Tubes tested in present work
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thickness!,b ~rib included angle!, and rib height asymmetry. All
tubes, except Tube 4, have 0.029<tb<0.032 mm which has atb
of 0.042 mm.

Table 1 also includes a convenient geometry code for each
tube. For example, the code for Tube 2 is 0.33/30/45 where 0.33 is
the average rib height in mm, 30 is the number of starts, and 45 is
the helix angle in degrees. Table 1 also presents other geometry
factors, which include~1! the rib axial pitch/rib height ratio
(pa /e), ~2! the actual total inside surface area, relative to that of
a plain tube (A/Ap), and ~3! the tube material volume ratio
(V/Vp) relative to a plain tube. Tube 2 having 45 starts has the
greatestV/Vp ~20 percent increase!compared to eight percent for
the ten-start Tube 4.

Tube 4 having ten thread starts is typical of the geometry used
in the 1970s. Advances in manufacture have resulted in tubes
having a larger number of starts. Tubes 2, 3, and 5 are similar to
enhanced tubes used today. These tubes have between 25 to 45
starts. As the number of rib starts increase, the fins are more
closely spaced, and the internal surface area increases. As will be
shown, the greater number of starts used in Tubes 2, 3, and 5
provide higher heat transfer coefficients for water flow than the
ten-start Tube 4.

Test Procedure
The heat transfer data were taken for cooling of water inside a

2.5-m long double-pipe heat exchanger. Water flowed inside the
tube andR-12 at apsat of 517 kPa~75 psia!boiled on the shell
side. TheR-12 vapor was condensed against cold aqueous ethyl-
ene glycol in a separate condenser. The average heat flux and
refrigerant saturation temperature were held constant during the
test. The friction factor~f ! was measured for isothermal flow.

Data were taken for a series of six flow rates, spanning 20,000
to 80,000 Reynolds number. The modified Wilson plot procedure
as described by Briggs and Young@4# was used to obtain the
water-side heat transfer coefficient. The Wilson plot requires that
the shell-side boiling coefficient be held constant, while data are
obtained for different water side velocities. The shell-side boiling
coefficient is a function of heat flux, wall superheat, and refriger-
ant saturation temperature. The saturation temperature was held
constant by using PID controllers to control the glycol flow. The
average heat flux was held constant by adjusting the inlet water
temperature. With the enhanced outside surfaces. For each data
point, the inlet water temperature was adjusted to obtain 10.55 kW
~36,000 Btu/hr!heat removal. Two sets of data were taken for
each tube, which provided 12 test points on each tube. Using
instrumental accuracies, the uncertainty in the Sieder-Tate coeffi-
cient was estimated to be seven percent.

The measured 1/UAvalue is the total thermal resistance and is
the sum of the water-side (1/hiAi), the wall (Rw), and the con-
densing side (1/hiAi) thermal resistances. Thus

1

UA
5

1

hiAi
1Rw1

1

hoAo
. (1)

Because the boiling coefficient (ho) is held constant, the second
and third terms on the right-hand side of Eq.~1! are constant
values for all test points. The water-side coefficient is assumed to
be of the form

hiDi

k
5CST Re0.8Pr1/3S m

mw
D 0.14

. (2)

Equation~2! is of the form of the Seider-Tate equation as de-
veloped by Seider and Tate@5# for turbulent heat transfer in plain
tubes. TheCST in Eq. ~2! is called the Seider-Tate coefficient. For
plain tubes, Seider and Tate foundCST50.027. Hence, Eq.~1! is
of the form

1

UA
5C1 Ren1C2 (3)

where C15@CSTAi(k/Di)Pr1/3(m/mw)0.14#21, and C25Rw
11/(hoAo). BothC1 andC2 are constant for all data points in the
test of a given tube geometry. Hence, Eq.~3! is a linear equation,
of the formY5AX1B, in which the water-side Reynolds number
(Re2n) may be interpreted as the variableX.

Figure 4 shows a typical Wilson plot, which is given for Tube
2. Thex axis is proportional to the water-side thermal resistance
(Ri). They axis is the total thermal resistance (Rtot), less the tube
wall conduction resistance (Rw). The shell-side R-12 thermal re-
sistance is given by the intercept of the curve fit with they-axis at
X50.0. Figure 4 shows that the ratio of the tube side to total
thermal resistance was between 0.4 and 0.65 for the data range.

Fig. 3 Cross section drawing of fin

Table 1 Tube geometry „DiÄ15.54 mm, t tÄ0.24 mm, bÄ41
deg…

Tube Code e ~mm!
Ns

~mm!
a

~deg! tb ~mm! pa /e A/Ap V/Vp

1 Plain - - - - - - 1.00
2 0.33/45/45 0.327 45 45 0.029 2.81 1.59 1.20
3 0.40/30/45 0.398 30 45 0.032 3.50 1.48 1.17
4 0.43/10/45 0.430 10 45 0.041 9.88 1.17 1.08
5 0.47/40/35 0.466 40 35 0.031 3.31 1.65 1.19
6 0.49/25/35 0.493 25 35 0.032 5.02 1.43 1.21
7 0.53/25/25 0.532 25 25 0.032 7.05 1.42 1.19
8 0.55/18/25 0.554 18 25 0.032 9.77 1.31 1.05
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The water-side thermal resistance (Ri) is calculated using the
derived shell-side thermal resistance and the measured total resis-
tance (Rtot51/UA) by the equation

Ri5Rtot2Ro2Rw . (4)

The tube-side heat transfer coefficient is then calculated by

hi5
1

AiRi
. (5)

The slope of the line through the data points on Fig. 4 gives the
Sieder-Tate coefficient (CST) in Eq. ~2! for the tube geometry
tested. For the Tube 2 data of Fig. 4, one obtainsC25Rw

11/(hoAo)54.731025 m2-K/W, and CST50.0644. The CST
ranged from 0.02775 for the plain tube to 0.06457 for Tube 3.
Note that the plain tubeCST is in good agreement with the 0.027
value recommended by Seider and Tate@5#.

The heat transfer coefficient for the rough tubes is based on the
nominal inside surface area defined byAi /L5pDi , whereDi is
the tube diameter to the rib root. Because the water inlet tempera-
ture was changed for each test point to maintain constant heat flux
andTsat on the shell side, the Prandtl number is not constant for
all Reynolds numbers for each tube. For example, for Tube 3, the
Pr varied from 5.29 to 6.08 over the test range. Eq.~2! properly
accounts for this small Pr variation.

Tubes with the same exterior surface should have a commony
axis intercept, if all tubes have identical external surface geom-
etries. However, Tubes 2 through 8 did not have precisely the
samey-intercept. This is due to slight variations in rib height and
a corresponding difference in external area caused by manufactur-
ing processes and experimental error.

Tube Performance
Figures 5~a!and 5~b!show thef and j factors versus Reynolds

number for all tubes, respectively. The measured plain tube fric-
tion factor is three to four percent higher than the Blasius friction
factor (f 50.079 Re20.25). As noted above, the asymmetry causes
a small directional effect on the friction factor. Pressure drop data
were taken for each flow direction. The friction data are given as
the average value determined from pressure drop measurements in
each flow direction. The rib asymmetry has negligible effect of
flow direction on heat transfer.

The heat transfer coefficient for each test point was converted
to the j-factor (StPr2/3) using the Prandtl number for each test
point. Figure 5~b!also compares the experimentalj-factor with
that predicted by the Seider-Tate@5# equation and the Petukhov
equation~Eq. ~8.62!of Incropera and Dewitt@6#!. The data points
on Fig. 5~b!span 5.08<Pr<6.29. The predicted data points are
evaluated at the Prandtl number of the experimental data point.
Note that plotting Fig. 5~b! in the form of thej factor (StPr2/3)
inherently assumes that Nu}Pr1/3. However, this Prandtl number
dependence has not been confirmed by test data at different
Prandtl numbers. Such work is presently in progress.

Figure 5~c!shows the ‘‘efficiency index,’’h5( j / j p)/( f / f p).
This h parameter compares thej-factor increase with the friction
factor increase. Thej p and f p are calculated using the Sieder-Tate
equation and the Blasius equations, respectively. The ratio shown
for the plain tube is ratio of the calculated values~using the
Sieder-Tate and Blasius equations! and the experimental plain
tube j and f values. Figure 5~c!shows that the plain tube experi-
mental values agree within three percent of the predicted values.
Figure 5~c!shows that Tubes 2 and 5 haveh.1.0. Thus, these
tubes provide higherj factor increase than the friction factor in-
crease. Figure 5~c!shows that 0.85,h,1.07. Tube 4 has the
lowest efficiency of those tested~approximately 0.85!. Note that
the h factor is influenced by the Prandtl number. Chapter 9 of
Webb@2# discusses the effect of Prandtl number on the efficiency
index ~h! for roughness.

Based on curve fittedj and f versus Re values, Table 2 com-
pares the performance characteristics of the tubes at Re527,000
and Pr55.2. This Re is an approximate design condition for water
chiller evaporators. Parameters compared areh/hp , the ‘‘effi-
ciency index’’ @h5(h/hp)/( f / f p)# and (h/hp)/(A/Ap). If
(h/hp)/(A/Ap).1, the heat transfer coefficient increase is greater
than the area increase. Tubes 2, 3, and 5 show the highesth/hp
values, and theirh/hp are almost equal. Tube 2 also shows the
highest efficiency index~1.18! and Tube 4 has the lowest value
~0.95!. Tube 3 has the highest friction factor for the test range,
20,000,Re,80,000.

The A/Ap increases with increasing number of starts and rib
height. Among Tubes 2 through 8, Tube 5 has the highestA/Ap ,
but Tube 2 is close withA/Ap51.59. These two tubes have
(h/hp)/(A/Ap) values of 1.37 and 1.45, respectively. Thus, the
h/hp is significantly higher than the area increase, so one should

Fig. 4 Modified Wilson plot for Tube 2
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Fig. 5 Table 1 tube performance characteristics: „a… f versus Re, „b… j versus
Re, „c… † j Õ„f Õ2…‡Õ† j Õ„f Õ2…‡p versus Re
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not conclude thath/hp}A/Ap . The rib height and helix angle also
have important effects onh/hp . For example, Tube 4 having a
small value ofA/Ap(1.17) yields (h/hp)/(A/Ap)51.48. How-
ever, itsh/hp of 1.74 is significantly less than that for Tubes 2, 3,
and 5.

It appears that there are two key factors, which affect the en-
hancement level (h/hp). These are the area increase and fluid
mixing in the interfin region caused by flow separation and reat-
tachment. Webb et al.@7# described the enhancement mechanism
in tubes having transverse rib roughness (a>90 deg). They stated
that the flow separates at the rib, with reattachment occurring six
to eight rib heights downstream. The highest heat transfer coeffi-
cient exists at the reattachment point. Gee and Webb@3# extended
the helical-rib roughness tests usingpa /e515 to cover 0<a
< 90 deg and found that the best performance occurred fora
>45 deg. The Webb et al. and the Gee and Webb studies were for
tubes having small number of starts~e.g., similar to the present
Tube 4!and hence smallA/Ap . The present Tubes 2, 3, and 5
have significantly higherA/Ap , and smallerpa /e than Tube 4. It
is possible that the enhancement mechanism associated with the
high performance Tubes 2, 3, and 5 is flow separation/
reattachment, combined with area increase.

Correlations for j and f
We have developed linear multiple regression correlations to

predict the heat transfer coefficient and friction factor as a func-
tion of the enhancement dimensions. The correlation is given as
follows:

f 50.108 Re20.283Ns
0.221~e/Di !

0.785a0.78. (6)

The heat transfer correlation is given in terms of thej factor by

j 5StPr2/350.00933 Re20.181Ns
0.285~e/Di !

0.323a0.505. (7)

The correlations show that bothf andj increase with increasing
Ns , e/Di , anda. However, the friction factor is a stronger func-
tion of e/Di anda than is thej factor. Figure 6 shows an error plot
of Eq. ~6!, for which the average deviation is 3.8 percent and the
standard deviation is 4.9 percent. Examination of Fig. 6 shows
that the data of Tube 7~0.53/25/25!are approximately ten percent
below the 1.0 line, and the data for Tube 8~0.55/18/25!are ap-
proximately eight percent above the line. It is possible that there is
experimental error associated with these two tubes. Figure 7 is an
error plot for Eq.~7!, which has an average deviation of 2.9 per-
cent and the standard deviation is 3.9 percent. Note that the
j-factor data for Tubes 7~0.53/25/25!and 8 ~0.55/18/25!show
similar deviations from the 1.0 line as were observed in the fric-
tion error plots.

All tubes tested in the present work haveDi515.54 mm inside
diameter. The parameterNs may be interpreted for any tube di-
ameter using the relationNs5pDi /pn5pDi /@pa tan(a)# where
pn is the transverse rib pitch, as viewed from the end of the tube
andpa is the axial pitch. The correlations are valid for the follow-
ing range of dimensions for any tube inside diameter: 0.024
<e/D<0.041, 2.39<pe /e<12.84, 25<a<45 deg, b541 deg,
t t /Di50.015. It was previously noted that data have not been
taken over a wide range of Pr to justify that St}Pr22/3. Hence,
care should be exercised in applying Eq.~7! at Prandl numbers
significantly different from the test range.

Correlations forj and f were also developed based on the heat-
momentum transfer analogy for rough surfaces developed by
Webb et al.@7# and described in Chapter 9 of Webb@2#. The
friction correlation derived from use of the ‘‘friction similarity
function’’ is given by

B~e1!54.762~e1!0.2138Ns
20.1096a20.297. (8)

One predicts the friction factor using Eq.~8! as

A2/f 5B~e1!22.5 ln~2e/Di !23.75. (9)

Use of the ‘‘heat transfer similarity function’’ resulted in the cor-
relation

Fig. 6 Error plots showing f pre Õf exp versus Re for the Eq. „6… friction factor correlation

Table 2 Comparative tube performance „TbÄ32°C, u
Ä1.33 mÕs, ReÄ 27,000, h pÄ6730 WÕm2 K, f pÄ0.0257…

Tube Code CST h/hp h (h/hp)/(A/Ap)

1 Plain 0.0277 1.0 1.0 1.0
2 0.33/45/45 0.0644 2.32 1.18 1.60
3 0.40/30/45 0.0646 2.33 1.05 1.71
4 0.43/10/45 0.0482 1.74 0.95 1.53
5 0.47/40/35 0.0628 2.26 1.04 1.44
6 0.49/25/35 0.0577 2.08 1.01 1.51
7 0.53/25/25 0.0535 1.93 1.05 1.37
8 0.55/18/25 0.0431 1.51 0.98 1.15
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ḡ~e1!51.714~e1!0.06Ns
20.21a20.16. (10)

Using Eq.~10!, one calculates the heat transfer coefficient as

St5
f /2

11Af /2@ ḡ~e1!Prn2B~e1!#
. (11)

As shown in Table 9.8 of Webb@2#, rib-roughened surfaces typi-
cally show that the Prandtl number exponent in Eq.~11! is ap-
proximately equal to 0.57. Although Eqs.~6! and ~7! are simpler
to use, greater accuracy may be obtained, for Prandtl numbers
different from the test data, using Eqs.~10! and~11!. The average
deviation of the friction and heat transfer correlations are 5.4 per-

Fig. 7 Error plot showing versus j pre Õ j exp Re for the Eq. „7… j -factor correlation

Fig. 8 Error plot showing f pre Õf exp versus Re for the f -factor correlation for tubes in
patent

Table 3 Commercial tube geometries from Thors et al. „1997… „t tÄ0.24 mm, bÄ41 deg, ReÄ27,000, TaveÄ10°C…

Tube
Di

~mm!
e

~mm! Ns

a
~deg! pa /e h/hp f / f p hpred/hexp f pred/ f exp

Turbo-B 16.05 0.56 30 34 4.23 2.02 2.08 1.07 1.08
Turbo-BII 16.05 0.38 38 49 2.80 2.39 2.08 1.04 1.11
Turbo-BIII 16.38 0.41 34 49 3.23 2.54 2.29 0.97 1.03
Turbo-BIII LPD 16.38 0.37 34 49 3.56 2.39 2.03 1.00 1.07
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cent and 1.4 percent, respectively. These deviations are compa-
rable to those of Eqs.~6! and ~7!.

The heat transfer and friction characteristics of the Fig. 2 tubes
were also predicted using empirical correlations published by
Ravigururajan and Bergles@8# for single-phase flow in internally
enhanced tubes. The heat transfer correlation applies a geometry
correction factor to the Petukhov heat transfer equation, and as-
sumes St}Pr22/3. Figure 10 shows that the correlation overpre-
dicts the heat transfer coefficient of the Fig. 2 tubes by 10 to 45
percent. Although not shown here, the friction data were predicted
with an error of730 percent.

Additional Predictions
A recent patent by Thors et al.@9# describes commercial ver-

sions of helically ribbed tubes developed by Wolverine. The ge-

ometry of these commercial tubes are given in Table 3. Compari-
son of the geometry parameters of Tables 1 and 3 show that the
Turbo-Chil Tube is very close to Tube 2 of Table 1. However, the
other tubes in Table 3 have rib heights, number of starts, and helix
angles somewhat different from the Table 1 tubes.

The Turbo-B, Turbo-BII, and Turbo-BIII tubes are each se-
quential design evolutions. Examination of Table 3 shows that the
h/hp values increase with each evolution. For Turbo-B,h/hp

52.02 as compared toh/hp52.54 for Turbo-BIII. The Turbo-BIII
has a higherh/hp than any of the tubes in Table 2. The Table 2
tube having performance closest to Turbo-BIII is Tube 3, which
gives h/hp52.33. The key differences between Turbo-BIII and
Tube 3 are slight differences inNs anda.

Thors et al.@9# report smooth curve experimental test results of
the Table 3 tubes. The friction factor is based on the average fin

Fig. 9 Error plot showing j pre Õ j exp versus Re for the j -factor correlation for tubes in
patent

Fig. 10 Error plot showing j pre Õ j exp for the Ravi and Bergles †8‡ correlation
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height, and the average pressure drop for flow in each direction.
We have used the correlations given by Eqs.~6! and~7! to predict
the performance of the Table 3 Turbo B-II and Turbo B-III tubes,
which are the current production versions. Note that Turbo-B,
Turbo-BII, and Turbo-BIII tubes have a 49-deg helix angle, which
is slightly outside the range of the Table 1 correlation database
~45 deg!. Error plots are shown in Fig. 8 (f pre/ f exp) and Fig. 9
( j pre/ j exp) for 18,000,Re,90,000. Thej and f factors are gener-
ally predicted within ten percent. These figures also indicate the
ability of the correlation to predict data outside the range of the
database. The last two columns of Table 3 showj pre/ j exp and
f pre/ f exp at Re527,000, which is close to the design Reynolds
number for water chiller evaporator application.

Conclusions

1 This paper provides data on seven helically ribbed tubes hav-
ing a wide range of internal dimensions, as defined by the rib
height, number of starts, and helix angles.

2 The heat transfer and friction characteristics of the Table 1
tubes are compared and those having high performance are iden-
tified.

3 Correlations were developed for thej andf factors. Equations
~10! and ~11! are recommended for Prandtl numbers different
from the test values~5.08–6.29!.

4 Equations~6! and ~7! were used to predict the performance
of similar commercial tube geometries. The correlations over pre-
dicted the friction factor 0 to 15 percent and predicted thej-factor
within ten percent.

5 The tested tubes appear to illustrate characteristics of both
rough tubes~enhancement provided by local flow separation at the
ribs! and internally finned tubes~enhancement from surface area
increase!.
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Nomenclature

A 5 inside surface area based on nominal diameter
(pDiL), m2

Ac 5 cross-sectional area, m2

Ao 5 tube outside surface area, m2

B(e1) 5 friction correlating function for rough tubes@(2/f )1/2

12.5 ln(e/Di)13.75#, dimensionless
cp 5 specific heat of water, J/kg•K

CST 5 Seider-Tate coefficient used in Eq.~2!, dimensionless
Di 5 internal tube diameter, or diameter to root of fins, m

e 5 rib height ~average value!, m
ḡ(e1) 5 heat transfer correlating function,@( f /~2St!21)/

( f /2)1/22B(e1)]Pr20.57, dimensionless
G 5 mass velocity (5m/Ac), kg/m2

f 5 fanning friction factor, dimensionless
h 5 heat transfer coefficient based onA5pDiL,W/m2

•K
j 5 Colburn j factor (5StPr2/3), dimensionless
k 5 thermal conductivity, W/m-K
L 5 tube length, m
m 5 mass flow rate, kg/s

Ns 5 number of starts, dimensionless
Nu 5 Nusselt number (5hDi /k), dimensionless
pn 5 transverse rib pitch, viewed normal to the ribs

(5pDi /Ns), m
pa 5 axial rib pitch @(5pn /tana)#, m

psat 5 saturation or condenser pressure, N/m2

Pr 5 Prandtl number, dimensionless
R 5 thermal resistance,Ri ~tube side!,Ro ~shell side!,Rw

~tube wall!,Rtot ~total!, m2-K/W
Re 5 tube-side Reynolds number (5DiG/m), dimension-

less
St 5 Stanton number (h/Gcp), dimensionless
sf 5 slant height of ribs as shown on Fig. 3, m
tb 5 fin thickness normal to rib at base, m
t t 5 rib tip width normal to rib at tip, m
T 5 temperature,Tsat ~refrigerant saturation!, Ti ~inlet wa-

ter!, To ~outlet water!,Tave ~average fluid bulk tem-
perature!K

DTlm 5 log-mean temperature difference, K
U 5 fluid velocity, m/s

UA 5 overall heat transfer conductance, W/K
V 5 material volume~tube plus enhancement!, m3

Greek Letters

a 5 helix angle, deg
b 5 included angle between sides of ribs~see Fig. 3!, deg
h 5 efficiency index, (h/hp)/( f / f p), dimensionless
m 5 dynamic viscosity at bulk water temperature, kg/m•s

mw 5 dynamic viscosity at wall temperature, kg/m•s
r 5 fluid density, kg/m3

Subscripts

e 5 enhanced surface
i 5 internal surface
o 5 outer surface
p 5 plain surface

pre 5 predicted
exp 5 experimental
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Laminar Flow Heat Transfer and
Pressure Drop Characteristics of
Power-Law Fluids Inside Tubes
With Varying Width Twisted
Tape Inserts
Results of an experimental investigation of heat transfer and flow friction of a generalized
power-law fluid in tape generated swirl flow inside a 25.0 mm i.d. circular tube, are
presented. In order to reduce excessive pressure drops associated with full width twisted
tapes, with less corresponding reduction in heat transfer coefficients, reduced width
twisted tapes of widths ranging from 11.0 to 23.8 mm, which are lower than the tube
inside diameter are used. Reduced width twisted tape inserts give 18 percent–56 percent
lower isothermal friction factors than the full width tapes. Uniform wall temperature
Nusselt numbers decrease only slightly by 5 percent–25 percent, for tape widths of 19.7
and 11.0 mm, respectively. Based on the constant pumping power criterion, the tapes of
width 19.7 mm perform more or less like full width tapes. Correlations are presented for
isothermal and heating friction factors and Nusselt numbers (under uniform wall tem-
perature condition) for a fully developed laminar swirl flow, which are applicable to full
width as well as reduced width twisted tapes, using a modified twist ratio as pitch to width
ratio of the tape. The reduced width tapes offer 20 percent–50 percent savings in the tape
material as compared to the full width tapes.@S0022-1481~00!01401-8#

Keywords: Keywords: Augmentation, Enhancement, Heat Transfer, Laminar, Non-
Newtonian, Swirling

Introduction
Many fluids encountered in chemical process industries exhibit

non-Newtonian behavior. Typical among such fluids are paints,
soaps, detergent slurries, polymer solutions, paper pulps, and
greases. Most of these fluids are pseudoplastic in nature. This is a
class of time-independent power-law fluids that are described by
the constitutive relationship

t5K~du/dy!n where ~n,1!. (1)

These fluids are subjected to a heat exchange process in different
stages of their application. Due to their viscous nature, most
pseudoplastic fluids are characterized by low Reynolds number
laminar flow conditions. Even with enhancement due to superim-
posed free convection, laminar flow heat transfer coefficients of
pseudoplastic fluids in smooth circular tubes are generally low.
Out of the several augmentation techniques employed in laminar
flow heat exchangers, swirl flow generators like twisted tape in-
serts inside circular tubes are particularly attractive, as they sig-
nificantly increase heat transfer rates without large increases in the
associated pressure drops.

Higher heat transfer coefficients observed with pseudoplastic
fluids in smooth tubes are due to variable consistency and non-
Newtonian effects. Metzner et al.@1# proposed the correlation ac-
counting for these effects

Nu51.75@3n11/~4n!#1/3~Gz!1/3~K/Kw!0.14

for Gz.20; and n.0.1. (2)

For combined laminar forced convection and free convection in
horizontal tube flow, Metzner and Gluck@2# recommend the
equation

Nu51.75@3n11/~4n!#1/3@Gz112.6~PrwGrw~Di /L !0.4#1/3

3~Kb8/Kw8 !0.14. (3)

The previous investigations of Hong and Bergles@3# and
Sukhatme et al.@4# for uniform heat flux condition and Marner
and Bergles@5#, Shivkumar and Rao@6# and Dasmahapatra and
Rao@7# for uniform wall temperature condition and the numerical
work of Date and Singham@8#, Du Plessis and Kroger@9# have
shown that tape generated swirl flow enhances Nusselt numbers
by 1.5–4 times and at the same time increases friction factors by
three to six times in laminar flow.

Shah and London@10# presented correlations for laminar flow
isothermal friction factors for full width twisted tapes inside the
smooth tube, based on the numerical work of Date and Singham
@8# allowing for the thickness of the tape

~ f Re! i542.23j for ~Rei /y!<6.7 (4a)

~ f Re! i538.4~Rei /y!0.05j for 6.7<~Rei /y!<100 (4b)

~ f Re! i5C~Rei /y!0.3j for ~Rei /y!.100 (4c)

where

j5@p/~p/2!#2@~p1222d/Di !/~p24d/Di !#
2@p/~p24d/Di !#

(4d)

C58.8201y22.1193y210.2108y320.0069y4. (4e)
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Du Plessis and Kroger@9# developed a new way of predicting
friction factors for laminar twisted tape flow using effective flow
parameters and presented a single correlation applicable for the
entire range of Rei /y

~ f i / f e!5@11$Rei /~70.y1.3!%1.5#1/3 (5a)

where

f e53.0949@0.96921p/2G8#2/

$Rei@~2y2/p!~G821!20.03077#3% (5b)

and

G85~4y21p2!0.5/2y. (5c)

Manglik and Bergles@11# analyzed the limited uniform wall tem-
perature heat transfer data of Marner and Bergles@5# and observed
that laminar swirl flow heat transfer is affected by entrance length,
fluid viscosity ratio, Prandtl number, tape twist ratio, and swirl
flow Reynolds number. They proposed the equation

Nu54.631~mb /mw!0.14@0.4935~Pr~Res /y!3.475!0.53

1~110.0954~Gz!0.8685!2.6316#0.2. (6)

Dasmahapatra and Rao@7# confirmed the validity of Eq.~6! for a
wide range of tape twist ratios and swirl flow Reynolds numbers.

Various geometries to augment low Reynolds number laminar
flow heat transfer have been studied. Notable among these are the
MC-type turbolator, wire fin insert, and wavy tube configuration.
Zhu et al.@12# presented results of viscous CMC solutions flow-
ing through smooth tubes using the MC-type turbolator~for 5
,Regen,85 and 5,Prgen,1300). The heat transfer coefficients
were four to six times and friction factors of MC-type inserts were
10 to 20 times greater than those of smooth tubes. Mukherjee@13#
recommended the case of wire-fin inserts that he said to be the
most cost effective in augmenting low Reynolds number flow heat
transfer. Most recently Gibson@14# summarized various augmen-
tation techniques available commercially. Of these, wavy tube
configurations that cause a spiraling action in the fluid provide
efficiency increases of 30–40 percent over smooth tube designs.

Several modifications in twisted tape geometries have been in-
vestigated with the aim of restricting the increase in pressure
drops and achieving material savings. Shivkumar and Rao@6#
reported results for laminar flow of generalized power-law fluids
in smooth and spirally corrugated tubes fitted with twisted tapes
(y53,5.6,10). They observed that the Nusselt numbers are 1.3–
3.4 times the corresponding smooth tube values. Monheit@15#
made a comparative study of the thermal performance of ordinary
full-width full-length twisted tapes with tapes having modified
surface configurations. The modified tape was either a tape with
circular holes on its surface or one with slits on its edges. For
laminar flow heat transfer to lubricating oil (Re560– 3500, Pr
5150– 450) such modification offered no advantage over ordi-
nary twisted tape. Dasmahapatra and Rao@7# studied augmenta-
tion of heat transfer to viscous non-Newtonian fluids in laminar
flow using full width interrupted twisted tapes under the uniform
wall temperature condition. They found that regularly spaced
tapes give 15–35 percent lower friction factors and only 10–20
percent reduction of Nusselt numbers compared to full width full
length twisted tapes, for the range of twist ratios (y52.4– 5.04)
and space ratios (S52.2– 4.0).

Al-Fahed et al. @16,17# investigated the effect of tube-tape
clearance on heat transfer under fully developed turbulent~@16#!
and laminar~@17#! conditions. They have demonstrated that as the
tube-tape clearance decreases, the heat transfer enhancement in-
creases. However, they have not presented correlations for pre-
dicting the heat transfer coefficients and friction factors. They
have recommended the use of loose-fit (w510.8 mm) tape, in
low twist ratios (y53.6,5.4) and high pressure drop situations,
since it is easier to install and remove. However, ease of installa-
tion should not be the criterion to recommend a particular geom-

etry and the selection of the optimum geometry should be based
on the hydrothermal performance of the system. Performance
evaluation criteria for enhanced heat transfer surfaces are re-
viewed by Bergles et al.@18#.

The present investigation is aimed at studying the frictional and
heat transfer characteristics of laminar swirl flow of pseudoplastic
type power law fluid in a circular tube using varying width twisted
tapes under a uniform wall temperature condition. The objective
of using varying~reduced!width twisted tapes is to reduce the
pressure drops associated with full width twisted tapes without
seriously impairing the heat transfer augmentation rates and to
achieve material savings.

Experiments were conducted over the following ranges of in-
dependent parameters:

generalized Reynolds number 10,Regen,500
generalized Prandtl number 600,Prgen,1200
Graetz number 100,Gz,1500
modified twist ratio 2.69,y* ,12.27
tape thickness to tube diameter ratio 0.028,d/Di,0.044.

Experimental Work
The layout of tubes containing a full width and the reduced

width twisted tapes is shown in Fig. 1. The tapes consist of long
304 stainless steel strips of desired width~thickness of
strips50.7–1.1 mm), which have been twisted about the longitu-
dinal axis. Twisted tapes of four different widths~23.8, 19.7, 16.5,
and 11.0 mm!were fabricated for each of the three different
pitches viz. 64, 76, and 135 mm. For the case of reduced width
tapes, the gap between the tube wall and the tape was maintained
constant throughout the tube length by brazing metal pins to the
edges of the tape as indicated in Fig. 1. The tapes of full width
~23.8 mm!were inserted as is into a 25-mm-dia tube to give a
sliding fit.

The test liquid used was one percent~by wt! solution of sodium
carboxy methyl cellulose~SCMC! in water. The SCMC was sup-
plied by Cellulose Products of India, Ahmedabad and was mar-
keted as CEPOL-DV~high viscosity-pharmaceutical grade!. The
one percent SCMC solution was found to be pseudoplastic in
nature and obeyed the generalized power-law model

tw5K8~8v̄/Di !
n8 where ~n8,1! (7)

Fig. 1 Illustration of the full width and reduced width twisted
tapes inside a circular tube

Table 1 Rheological properties of one percent SCMC test liq-
uid

Liquid Temperature~°C! K8 (N sn8/m2) n8

one percent SCMC 30 0.369 0.75
~CEPOL-DV! 40 0.359 0.75

50 0.249 0.75
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The flow constantsK8 andn8 obtained from the rheograms using
a capillary tube viscometer are listed in Table 1.

Experimental Apparatus and Procedure
The schematic diagram of the experimental setup is shown in

Fig. 2. The test section consisted of a double pipe heat exchanger,
2230 mm long with the inner tube being a smooth copper tube of
25 mm i.d. and 1.5 mm tube wall thickness. The outer pipe was 55
mm i.d. galvanized iron pipe, which has openings for the passage
of eight copper–constantan thermocouples, embedded in the inner
tube wall at about 300 mm distance. Tube wall temperatures were
recorded with a digital recorder within60.1°C accuracy.

The working fluid was circulated through the test section on the
tube side, and hot water was circulated on the annulus side of the
test section. Calibrated rotameters were used to measure the flow
rates of the test liquid and hot water. Hot water was maintained at
constant flow rate and essentially constant average temperature
inside the annulus to achieve the uniform wall temperature
condition.

The 1400-mm-long upstream and 800-mm-long downstream
calming sections had the same configuration as that of the test
section. These calming sections were found to be adequate for the
establishment of the fully developed condition. The well-mixed
inlet and exit temperatures of the tube side and annulus side fluid
streams were measured by calibrated thermometers, accurate to
within 60.1°C. The pressure drops across the test section were
measured by using U-tube manometers with carbon tetrachloride
and monochlorobenzene as manometric liquids. The test section
was sufficiently lagged with thermal insulation to make the heat
loss to surroundings negligible.

Isothermal friction factors were measured at 40°C~60.5°C!for
varying flow rates in laminar flow using U-tube manometers of
appropriate manometric liquid, depending upon the magnitude of
generalized Reynolds number. In heat transfer and nonisothermal
friction factor studies the test liquid was kept circulating through
the heating test section at any desired constant flow rate, and its
inlet temperature was maintained in the desired range by regulat-
ing the flow of cooling water flowing through the cooling coil
placed inside the test liquid tank. Hot water was introduced into
the annulus side of the test section at a constant flow rate~0.67
kg/s! and at a steady inlet temperature~60°C!. The tube wall
temperature variation was found to range from 0.2 to 1.4°C. At
steady state, tube wall temperatures were measured and the inlet
and exit temperatures of test liquid and hot water and their flow
rates were noted from the respective calibrated thermometers and

rotameters. Nonisothermal pressure drops were also noted from
the U-tube manometer across the test section under the heated
condition.

The uncertainties in the measurement of friction factor and heat
transfer coefficients were found to be64 and68 percent, respec-
tively. Further details regarding capillary tube viscometer, experi-
mental setup, the experimental procedures, and error analysis used
in the study can be found in Patil@19#.

Results and Discussion

Isothermal Friction Factors Results. The isothermal pres-
sure drop data at 40°C~60.5°C! for laminar flow of one percent
SCMC solution in smooth tubes with and without tape inserts
were analyzed in terms of Fanning’s friction factor given by

f i5DlDP/~2L v̄2r!. (8)

Friction factors are shown in Fig. 3 as a function of generalized
Reynolds number Regen.

The isothermal friction results for laminar flow of one percent
SCMC in smooth tubes are in excellent agreement~65 percent!
with the well-known analytical equation

f i516/Regen (9)

for the range 20,Regen,400. This served the purpose of stan-
dardization for the setup.

The isothermal friction results for swirl flow of one percent
SCMC solution in smooth tube fitted with each of the full width
tapes (w523.8 mm,H564, 135 mm!are compared with modi-
fied correlations of Shah and London~Eq. ~4!! as shown in Fig. 3.

Fig. 2 Schematic diagram of experimental setup Fig. 3 Isothermal friction factors for swirl and axial flow
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The experimental friction factors are consistently lower by about
35 percent over the range 20,Regen,400 for both the full width
tapes. This is because of the sliding fit between the tube wall and
23.8 mm tapes, whereas Eq.~4! assumes that the tape width is
equal to the tube diameter~@10#!.

The isothermal friction factors for reduced width tapes are also
shown in Fig. 3. They are obviously affected by tape width be-
sides Regen and twist ratio, and are lower than that of full width
tapes. The percentage reductions are about 17–25 percent, 23–40
percent, and 40–60 percent, respectively for, 19.7, 16.5, and 11.0-
mm-width tapes, compared to full-width tapes.

Correlation for Isothermal Friction Factors. Isothermal
friction factors for full-width twisted tapes in laminar swirl flow
are accurately predicted by the modified equation of Shah and
London~Eq. ~4!!. The friction data for reduced width tapes can be
analyzed by using the modified twist ratioy* ~@19#! as tape pitch
to tape width ratio, instead of the conventional twist ratioy ~pitch-
to-diameter ratio!used for full-width tapes. Using the modified
twist ratio and swirl flow generalized Reynolds number, the
present results were treated numerically to give the correlation

~ f i Resgen!542.23j* for ~Resgen/y* !<6.7 (10a)

~ f i Resgen!538.4~Resgen/y* !0.05j* for 6.7<~Resgen/y* !<100
(10b)

~ f i Resgen!5C* ~~Resgen/y* !0.3j* for ~Resgen/y* !.100
(10c)

where

j* 5@p/~p/2!#2@~p1222d/w!/

~p24d/w!#2@p/~p24d/w!#~y/y* ! (10d)

C* 58.8201y* 22.1193~y* !210.2108~y* !320.0069~y* !4.
(10e)

It can be noted that when the tape width is equal to the tube
diameter, Eq.~10! reduces to Eq.~4!. The experimental isothermal
friction factor results for full-width and reduced-width tapes
agreed within612 percent with those calculated by Eq.~10!.

Heated „Nonisothermal… Friction Factors: Results and Cor-
relation. The difference between isothermal and heated friction
factors for the swirl flow data was found to be substantially less
than the corresponding difference for a smooth tube. This is be-
cause of the difference in the cross section of flow channels. For
swirl flow in tubes, the effective channel size is decreased, but the
total peripheral shear stress is substantially increased. If one as-
sumes that the viscosity correction represents the effective de-
crease in this shear stress due to decrease in fluid viscosity at the
heated surfaces, the correction for heated friction factor would be
equal for swirl and axial flow cases only if the thermal boundary
layer thickness is the same at the tape surface and the tube wall.
Since the heat transfer from the tape surface is negligible, it is
probable that, with heat addition, the decrease in shear stress at
the tape surface is less than that at the tube wall. The magnitude of
the isothermal correction factor required for swirl flow would then
also be less. To account for this difference, the flow consistency
index ratio (Kb8/Kw8 ) exponent of 0.43 was used to correct the
empty tube heated friction factorsf h to the isothermal condition.
This exponent of 0.43 was multiplied by (De /Di) in order
to correct the heated swirl flow data, to give the swirl flow
correlation as

f si5 f sh~Kb8/Kw8 !0.43~De /Di !. (11)

Equation~11! accurately corrected heated swirl flow friction data
for all eight tapes studied in the present investigation. It was not
possible to determine the validity of this correction with the data

of other investigators since information on their heated friction
factors and correspondingK8 ratio (Kb8/Kw8 ) for swirl and axial
flow has not been presented separately.

Heat Transfer Results. Heat transfer runs were conducted
under steady-state conditions. The flow rate~0.67 kg/s!and aver-
age bulk temperature of hot water~60°C! in the annulus side were
kept constant in order to keep the outside heat transfer coefficient
h0 constant and to attain a uniform wall temperature condition.
For any run the variation of wall temperature throughout the test
section was limited to 0.2–1.4°C. This ensured a uniform wall
temperature boundary condition.

Runs with a heat balance error (HBE)5100(Qh2Qc)/Qh
within 66 percent were processed and the heat transfer coefficient
was obtained from

hi5Qc /@Ai~Tw2Tc! ln#. (12)

The mean bulk temperature (Tc5(Tc11Tc2)/2) was used to cal-
culate the property values of the test fluid.

The swirl flow generalized Prandtl number and Reynolds num-
ber were calculated as

Prgen5~CpK8/k!~8v̄/Di !
n821 (13)

Resgen5GDi /@K8~8v̄/Di !
n821# (14)

where the mass fluxG is evaluated on the basis of actual swirl
flow areaAs , which when the tape thicknessd is taken into ac-
count, is given by

As5~Ai2dDi !. (15)

The experimental heat transfer results for laminar axial and swirl
flow of one percent SCMC solution are shown in Figs. 4 and 5 in
terms of Nusselt number Nui versus Graetz number Gz and Nus-
selt number Nui versus swirl flow generalized Reynolds number
Resgen$(Resgen)5Rgen for axial flow% plots, respectively.

Fig. 4 Heat transfer data for one percent SCMC solution in
swirl and axial flow „Nul versus Gz…

146 Õ Vol. 122, FEBRUARY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The smooth tube heat transfer results for laminar flow of one
percent SCMC are in good agreement~610 percent!with the
correlation of Metzner and Gluck@2#. It is evident from Figs. 4
and 5 that when a twisted tape is inserted into a plain tube there is
a significant improvement in Nusselt numbers because of second-
ary flow, with greater enhancement being realized at higher Rey-
nolds number and tape twists. This enhancement is mainly due to
the centrifugal forces resulting from the spiral motion of the fluid
and partly due to the tape acting as fin. Since the tape inhibits free
convection, the contribution of Grashof number Gr is unimportant
in laminar swirl flow.

The experimental data for full-width twisted tapes agreed
within 610 percent with the equation of Maglik and Bergles~Eq.
~6!!. This served the purpose of standardization of the test setup.

It is evident from Figs. 4 and 5 that the reduction in tape width
causes reduction in Nusselt numbers. The percentage reductions
in Nusselt numbers for reduced width tapes compared to full
width tapes are about 5–9 percent, 10–15 percent, and 20–24
percent for tape widths of 19.7, 16.5, and 11.0 mm, respectively.
These are not much compared to the percentage increase in Nus-
selt numbers of full width tapes over smooth tube values, which
are about 66–150 percent.

Heat Transfer Correlation. The heat transfer data for full
width and reduced width tapes were correlated by a single equa-
tion by incorporating the modified twist ratioy* in place ofy and
using (Kb8/Kw8 ) instead of (mb /mw) in the equation of Manglik
and Bergles~Eq. ~6!!. The resulting correlation

Nui54.631~Kb8/Kw8 !0.14@0.4935$Prgen~Resgen/y* !3.475%0.53

1$110.0954~Gz!0.8685%2.6316#0.2 (16)

predicted the experimental heat transfer data within610 percent
accuracy.

Performance Evaluation
For evaluation of hydrothermal performance of varying width

tapes, the constant pumping power criterion of Bergles et al.@18#
is used. The tape performance is thus expressed as the ratio of
tube side heat transfer coefficients of augmented tube to smooth
tube at constant pumping power given by

R35~hia at Rea /hi0 at Re0! for constantDi ,L,P,Ti ,DTln
, (17)

Variations of performance ratioR3 against smooth tube general-
ized Reynolds number Regen are shown in Fig. 6. It is seen in Fig.
6 that, for tapes of widths 23.8 and 19.7 mm,R3 curves are flat
(R352 – 2.4) for apitch of 64 mm and show an increasing trend
(R351.4– 2.2) for a pitch of 135 mm in the range of generalized
Reynolds number from 30 to 200. Each curve seems to have a
maximum at a particular generalized Reynolds number Regen, and
the Regen at which the maximum occurs decreases with the de-
crease in tape width. This maximum may precisely be the point
(w/Di) below which the reduction in friction factors due to the
decrease in the tape width@hence in (w/Di)] slows down, thereby
giving relatively higher values of friction factors than the corre-
sponding Nusselt numbers. The tapes of width 19.7 mm perform
more or less like full-width tapes and appear to do slightly better
than those for the 64-mm pitch. Even the tapes of 11.0-mm width
have anR3 value of about 1.3–1.96 times the smooth tube.

The variation of performance ratioR3 , with the fraction of tube
diameter occupied by the tubew/Di , is shown in Fig. 7. For
Regen5200 the curves are flat in the range betweenw/D50.8 and
1.0 for both the pitches used. However, for Regen530 the flatness
is observed~in the samew/D range!only for the 64 mm pitch.
The flatness of these curves basically represents the same perfor-
mance of reduced width tapes as that of the full-width tape.

Thus the same performance can be achieved using reduced-
width tapes with 20 percent material saving at higher Reynolds

Fig. 5 Heat transfer data for one percent SCMC solution in
swirl and axial flow „Nui versus Re sgen…

Fig. 6 Performance ratio R3 for varying width tapes in smooth
tube in one percent SCMC solution under constant pumping
power

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 147

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



number and/or lower twist ratios. Even for 50 percent material
savings~tapes of width 11.0 mm! the performance is 1.3–1.96
times better than for a smooth tube. Thus, from the considerations
of enhanced heat transfer and savings in pumping power and in
tape material cost, reduced-width tape inserts are seen to be at-
tractive for enhancing laminar swirl flow heat transfer to viscous
power-law fluids of the pseudoplastic type.

Nomenclature

A 5 heat transfer surface area (m2)
Ai 5 flow area (m2)
As 5 cross-sectional area of tape as defined in Eq.~15!
C 5 defined in Eq.~4!

C* 5 defined in Eq.~10!
Cp 5 specific heat~J/kg °C!

d,D 5 diameter of heat exchanger tube~m!
De 5 equivalent diameter of tube~m!; De5@4(pDi

2/4
2dw)#/(pDi12w)

f 5 Fanning friction factor~dimensionless!
g 5 acceleration due to gravity (m/s2)
G 5 mass flux (kg/s m2); G5W/As

G8 5 defined in Eq.~5!
H 5 pitch for 180 deg rotation of the tape~m!
h 5 heat transfer coefficient (W/m2 °C)
l 5 rod length between successive tape elements~m!
k 5 thermal conductivity~W/m °C!

K,K8 5 flow consistency index (Nsn8/m2) defined in Eqs.~1!
and ~7!

L 5 tube length~m!
n,n8 5 flow behavior index~dimensionless!defined in Eqs.

~1! and ~7!
P 5 pressure (N/m2)

DP 5 pressure drop~N/m2!
Q 5 rate of heat transfer~W!
S 5 space ratio~dimensionless!,S5 l /Di
T 5 temperature~°C!

DT 5 temperature difference~°C!
U 5 overall heat transfer coefficient~W/m2 °C!
u 5 point velocity ~m/s!
v̄ 5 average velocity~m/s!
W 5 mass flow rate~kg/s!
w 5 width of twisted tape~m!

y 5 twist ratio (H/Di) ~dimensionless!
y* 5 modified twist ratio (H/w) ~dimensionless!

Greek Letters

a 5 angle of tape twist~deg!and tape geometry param-
eter defined as@1/2y$4y21p2%0.5#

b 5 volumetric coefficient of thermal expansion~°C21!
d 5 tape thickness~m!
r 5 density~kg/m3!
m 5 viscosity ~kg/m s!
t 5 shear stress~N/m2! defined in Eq.~1!
j 5 defined in Eq.~4!

j* 5 defined in Eq.~10!

Dimensionless groups

Gr 5 Grashof number (bDi
3r2DTg/m2)

Nu 5 Nusselt number (hDi /k)
Pr 5 Prandtl number (Cpm/k)

Prgen 5 generalized Prandtl number,@Cp /k.K8.(8v̄/Di)
n821#

Re 5 Reynolds number (Di v̄r/m)
Regen 5 generalized Reynolds number

@(Di
n8( v̄)22n8r)/(K88n821)#

Res 5 swirl flow generalized Reynolds number as defined in
Eq. ~14!

Gz 5 Graetz number (Wcp /kL)

Subscripts

a 5 augmented case; or axial
b 5 bulk mean condition
c 5 cold fluid
e 5 based on equivalent diameter,De

gen 5 generalized
h 5 hot fluid
i 5 based on inside diameter

ln 5 logarithmic mean
m 5 mean value
o 5 based on outside diameter or smooth tube condition
s 5 swirl condition

sgen 5 swirl flow generalized
si 5 swirl flow isothermal
sh 5 swirl flow heated
w 5 wall condition

1,2 5 inlet condition, exit condition
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1 Introduction
Selective laser sintering~SLS! is an emerging technology of

solid freeform fabrication~SFF! in which three-dimensional parts
can be built from CAD data~@1#!. The material used in SLS in-
cludes amorphous~e.g., polycarbonate!, semicrystalline~e.g., ny-
lon!, and crystalline~e.g., metal!powder. The thermal models that
are available in the literature are primarily concerned with sinter-
ing of amorphous powders~@1–4#!. Since amorphous powder has
little crystallinity and a near zero latent heat of fusion, no phase
change occurs during sintering. Some researchers simply establish
the thermal model associated with sintering of an amorphous
powder as a pure conduction problem~@2,3#!. Kandis and Berg-
man @4# present an experimental investigation and a numerical
prediction of the sintering of polymer powder in a square annulus
with external heating and internal cooling. Kandis et al.@5# inves-
tigate sintering of a polymer powder bed under irradiation of a
stationary laser beam. The effect of the powder particle motion
due to shrinkage phenomena on the thermal phenomena is taken
into account in Kandis and Bergman@4# and Kandis et al.@5#.

SLS of metal powder involves fabrication of near full density
objects from powder via melting induced by a directed laser beam
~generally CO2 or YAG! and resolidification. For sintering of
metal powder, the latent heat of fusion is usually very large, and
therefore melting and resolidification phenomena have a signifi-
cant effect on the temperature distribution in the parts and pow-
der, the residual stress in the part, local sintering rates, and the
final quality of the parts. A significant change of density accom-
panies the melting process because the volume fraction of gas~es!
in the powder decreases from a value as large as 0.6 to nearly zero
after melting. In addition, the liquid metal infiltrates into the un-
sintered region due to capillary and gravity forces.

Bunnell @6# and Manzur et al.@7# propose the use of a powder
mixture containing two powders with significantly different melt-
ing points, in which only the low melting point powder will be
molten and resolidified during the SLS process. In this process,
the low melting point powder melts and infiltrates to the unsin-

tered region due to capillary and gravity forces. The solid particles
of the high melting point powder may also move downward be-
cause the high melting point powder cannot sustain the powder
bed alone. It is very clear that both liquid and solid in the powder
bed have their own velocities, and these velocities may have a
significant effect on the energy transport in the powder bed.

The modeling of SLS of metal powder is a very challenging
task. A thorough survey of the existing literature indicates that
scant attention has been paid to thermal modeling of the sintering
of metal powder. Shah@8# experimentally investigated melting of
a single column of solder particle~eutectic Sn–Pb!held vertically
inside a glass tube. The problem is then formulated using an en-
thalpy model and solved using a finite difference method. Zhang
and Faghri@9# analytically solve a one-dimensional melting prob-
lem in a powder bed containing a powder mixture under a bound-
ary condition of the second kind. The results show that the shrink-
age effect on the melting of the powder bed is not negligible.
Zhang and Faghri@10# numerically investigate two-dimensional
melting and resolidification of a two-component metal powder
with a moving Gaussian heat source. The shrinkage phenomena
induced by the overall density change is taken into account. How-
ever, the liquid flow driven by capillary and gravity force is ne-
glected in Zhang and Faghri@10#. Pak and Plumb@11# present a
one-dimensional thermal model of melting of two-component
powder bed. The liquid motion driven by capillary and gravity
forces is considered, but the velocity of nonmelting powder par-
ticle induced by shrinkage is ignored.

A three-dimensional thermal model of SLS of a metal powder
bed that contains a mixture of two powders with significantly
different melting points will be presented in this paper. The liquid
flow driven by capillary and gravity forces and the solid particle
velocity induced by shrinkage of the powder bed will be taken
into account. The predicted results are compared with experimen-
tal results obtained with nickel braze and AISI 1018 steel powder.
The effect of the laser beam scanning velocity on the sintering
process will be discussed.

2 Physical Model

2.1 Problem Statement. The physical model of the prob-
lem is shown in Fig. 1. A powder bed, which contains two pow-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER, Manuscript received by the Heat Transfer Division, Jan. 22, 1999;
revision received, July 16, 1999. Associate Technical Editor: F. Cheung.

150 Õ Vol. 122, FEBRUARY 2000 Copyright © 2000 by ASME Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ders with significantly different melting points, with a uniform
initial temperature,Ti , below the melting point of the low melting
point powder,Tm , is in a cavity with a size ofxD32yD3zD
(length3width3height). The coordinate system is also shown in
Fig. 1. For the cases of an expanded stationary laser beam, the
center of the elliptic Gaussian laser beam is located at the center
of the top surface of the powder bed~x50, y50! with the major
axis of ellipse aligned with thex-axis. For the cases of a moving
laser beam, a round Gaussian laser beam scans the surface of the
cavity starting from a pointx5x0 toward the positive direction of
the x-axis with a constant velocity,ub . In practice, the tempera-
ture of the powder bed is not allowed to reach the melting point of
the high melting point powder and therefore only the low melting
point powder melts and resolidifies. As the laser beam interacts
with the powder, the temperature of the powder increases toTm ,
which induces melting. The molten metal infiltrates the unsintered
region of the powder bed due to the driving forces of capillarity
and gravity. The infiltration of the liquid metal affects the melting
process, and from the practical point of view, it can be very help-
ful in producing fully densified parts~@6#!. The top surface of the
melted powder bed recedes since the low melting point material is
molten and the high melting point material alone cannot sustain
the powder bed. After the laser beam moves away, the liquid pool
cools and resolidifies to form a densified heat affected zone
~HAZ!. These zones, formed by multiple laser scans, are subse-
quently interwoven to form a layer part.

For the melting of a powder bed that contains melting and
nonmelting powders, both a constant volume model~@12#! and a
constant porosity model~@11#! have been employed to predict the
transient thermal response of the system. For the situation where
the melting particles are significantly smaller than the nonmelting
particles, melting particles can occupy the interstitial space be-
tween the larger particles of nonmelting material. The volume of
the powder bed is unchanged after the low melting point particles
change phase because the skeletal matrix formed by the nonmelt-
ing particles is able to support the powder alone. For melting and
nonmelting powder particles with the sizes of same order of mag-
nitude~which is the case for SLS of metal powder!, the nonmelt-
ing powder’s skeletal structure collapses after the low melting
point powder is liquidified. In this case, the conservation of mass

principles can be used to show that the porosity of the powder bed
remains constant~while the volume of the powder bed shrinks;
Pak and Plumb@11#!. In addition to this constant porosity assump-
tion, the following assumptions are made:

1 The thermal properties of both powders are independent of
the temperature with exception of the surface tension of the low
melting point liquid metal, which is treated as a linear function of
temperature. The thermal properties of the low melting point pow-
der are the same for both solid and liquid phases.

2 The contributions of the gas~es! to the density and heat ca-
pacity of the powder bed are negligible~@9,10#!.

3 The velocity of the solid induced by the shrinkage has only a
component in thez-direction~vs5ws ,k; Kandis et al.@5#!. How-
ever, the liquid flow in all three directions is taken into account
(vl5ul i1 v l j1 wlk).

4 The linear Darcy’s law can be utilized to describe the liquid
metal flow in the powder bed.

5 The pressure of the gas phase remains constant at one atmo-
sphere.

2.2 Velocities and Volume Fractions. Since the system is
symmetric about the~x, z! plane, only half of the cavity (0,y
,yD) needs to be studied. The liquid velocities must satisfy the
continuity equation

]w l

]t
1¹•~w lv l !5ḞL

0 (1)

whereḞL
0 is the volumetric production rate of the liquid due to

melting.
Likewise, the solid low melting point powder vanishes at the

same rate, i.e.,

]ws

]t
1

]~wsws!

]z
52ḞL

0. (2)

The high melting point powder particles have the same velocity
as the particles of the low melting point powder particles. There-
fore, the continuity equation for the high melting point material is

]wH

]t
1

]~wHws!

]z
50. (3)

The volume fractions of each species satisfiese1ws1wH51,
where the porosity of the powder bed,e, is defined as the total
volume of void, including the volumes of gas and liquid, relative
to the total volume of the powder bed. Adding Eqs.~2! and ~3!
and considering the volume fraction definition along with the con-
stant porosity assumption, one can obtain

ḞL
052~12e!

]ws

]z
. (4)

The volume production rate is zero in all the regions except at the
solid-liquid interface where the phase change is taking place. The
solid velocity is zero in the unsintered region. In the melted re-
gion, ]ws /]z50. Therefore, the solid velocity in the melted re-
gion is the same as the shrink velocity at the surface of the powder
bed and can be expressed asws5]s0 /]t, s0,z,s. The solid
velocity can be determined by integrating Eq.~3! and the result is
~@13#!

ws5H 0 z.s

wsi

12e

]s

]t
z,s.

(5)

The liquid flow occurs in three directions, and the velocities can
be determined using Darcy’s law

vl2wsk52
KKrl

w lm
~¹pl2r lgk! (6)

Fig. 1 Physical model of the three-dimensional sintering of
two-component metal powder
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where the permeability of the porous medium,K, can be deter-
mined by use of the Carman-Kozeny equation~@14#!:

K5
dr

2e3

180~12e!2 . (7)

The relative permeability,Krl , can be expressed asKrl 5ce
3

~@11#!, wherece is the normalized saturation:

ce5H c2c ir

12c ir
c.c ir

0 c<c ir .

(8)

Considering the constant gas phase pressure assumption, Eq.
~6! becomes

vl2wsk5
KKrl

w lm
~¹pc1r lgk!. (9)

The capillary pressure can be calculated using the Leverett
function expressed aspc5a(ce1b)cg0Ae/K, wherea, b, andc
are empirical constants with values of 0.38, 0.014, and 0.27, re-
spectively@11#. The surface tension of the low melting point liq-
uid metal,g0, is expressed as a linear function of temperature,
g05gm

0 @12g08(T02Tm
0 )#.

It can be seen that the liquid velocities are functions of the
saturation,c, which is related to the liquid fraction,w l , ~i.e., w l
5ce; @11#!. On the other hand, the solution ofw l from Eq. ~1!
requires the liquid velocities. Therefore, the liquid fraction and the
liquid velocities must be obtained by solving Eqs.~1! and ~9!
simultaneously.

2.3 Energy Equation. The temperature transforming model
using a fixed grid method~@15#! is employed to describe melting
and resolidification in the powder bed. This model is based upon
the assumption that the melting and solidification processes occur
over a range of temperatures from (Tm

0 2DT0) to (Tm
0 1DT0), but

it can also be used to simulate the melting and solidification pro-
cesses occurring at a single temperature by using a very small
value of DT0. This model has the advantage of eliminating the
time step and grid size limitations that are normally encountered
in other fixed grid methods. In the fixed coordinate system,
~x, y, z!, the energy equation is

]

]t
$@]HCH

0 1~w l1ws!CL
0!#T0%1“"~w lvlCL

0T0!

1
]

]z
@ws~wHCH

0 1wsCL
0!T0#

5“"~k“T0!2H ]

]t
@~w l1ws!S

0#

1“"~w lvlS
0!1

]

]z
~wswsS

0!J . (10)

The heat capacity of the high melting point powder is

CH
0 5rHcpH . (11)

The effective heat capacity of the low melting point metal can
be expressed as

CL
0~T0!55

rLcpL T0,Tm
0 2DT0

rLcpL1
rLhsl

2DT0 Tm
0 2DT0,T0,Tm

0 1DT0

rLcpL T0.Tm
0 1DT0

(12)

andS0 in Eq. ~10! is defined as

S0~T0!5H 0 T0,Tm
0 2DT0

1
2 rLhsl Tm

0 2DT0,T0,Tm
0 1DT0

rLhsl T0.Tm
0 1DT0.

(13)

The thermal conductivity of the powder bed is calculated by

k55
keff T0,Tm

0 2DT0

keff1
kl2keff

2DT0 ~T02Tm
0 1DT0! Tm

0 2DT0,T0,Tm
0 1DT0

kl T0.Tm
0 1DT0

(14)

wherekeff is the effective thermal conductivity of the unsintered
powder bed. It can be calculated using the empirical correlation
proposed by Hadley@16#. When the low melting point powder is
molten, the contact area between the two materials is significantly
increased, and therefore it is expected that the effective thermal
conductivity of the mixture of low melting point liquid metal~or
resolidified low melting point metal, in the sintered region! and
high melting point powder is higher than that before melting. The
thermal conductivity of a liquid or resolidified part is therefore
calculated using

kl5~w l1ws!kL1wHkH . (15)

In the arrival of Eq.~15!, it is assumed the thermal resistance of
the powder and the gas~es!is a parallel arrangement, and the
contribution of the thermal conductivity of the gas~es!is neglected
since it is much smaller than that of both powders~@9,10#!.

The difference between the liquid and sintered region is that the
temperature of the latter is lower thanTm , and it exists in the
form of solid. It is obvious that the low melting point material in
the sintered region cannot flow because it exists in the solid state.
For the convenience of programming, the volume fraction of the
low melting point metal is still represented byw l , and the sum-
mation ofw l andwg holds constant,e, even in the sintered region.
The viscosity of the low melting point metal in the sintered region
can be set as a very large value so that a low melting point metal
velocity of zero can be achieved~@15#!.

The boundary and initial conditions of the energy equation are

2k
]T0

]z
5

aaP

pR2A
expF2

~x2x02ubt !2

a2 2
y2

R2G
2ees@T042T`

04#2h~T02T`
0 !, z5s0~x,y! (16a)

]T0

]z
50, z5zD (16b)

]T0

]x
50, x50, xD (16c)

]T0

]y
50, y50, yD (16d)

T05Tl
0, t50, 0<x<xD ,

0<y<yD , 0<z<zD . (17)

2.4 Dimensionless Governing Equations. In order to re-
duce the dependent variables and make the solution more general,
the governing equations and the corresponding boundary condi-
tions should be nondimensionalized. The dimensionless forms of
the energy equation is obtained by nondimensionalizing Eq.~10!,
i.e.,
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where the dimensionless velocities of the liquid phase, which are
calculated by the dimensionless form of Eq.~9!

V l2Wsk5
eMace

3

A180~12e!c
“̂Pc1

e2 Ma Boce
3

180~12e!2c
k (19)

satisfy the nondimensional continuity equation of the liquid,
which is obtained by nondimensionalizing Eq.~1!:

]w l

]t
1“̂"~w lV l !5ḞL . (20)

The boundary condition of Eq.~18! at the top surface of the
powder bed is

2k
]T

]Z
5Ni expF2

~X2X02Ubt!2

A2 2y2G2NR@~T1Nt!
4

2~T`1Nt!
4#2Bi~T2T`!, Z5S0~X,Y!. (21)

The nondimensional form of other equations can be obtained
using dimensionless variables defined in the Nomenclature~@13#!.

3 Numerical Solution
Equation~18! is a typical convection-diffusion equation which

can be discretized by a finite volume method~@17#! and solved
numerically. The simulation of the entire problem requires solu-
tions of: ~1! the velocity and the volume fraction of the solid
phase of the low and high melting point powder particles;~2! the
velocities and the volume fraction of melted low melting point
metal, and~3! the temperature distribution and the location of
solid-liquid interface, and the sintering interface. The solutions of
the above three subproblems are conjugated and an iteration is
needed. The outline of the solution procedure can be found in
Zhang@13#. The powder bed~which includes unsintered powder,
a liquid pool, and sintered region! has an irregular shape since the
upper surface of the powder bed recedes due to shrinkage that
occurs in the sintering process. The computational region expan-
sion approach~@17#! is employed in this paper to deal with the
irregular geometric shape.

Since Eqs.~18! and ~20! are nonlinear, iterations are needed.
During the iteration process, some underrelaxation is necessary.
The relaxation factor used here is 0.1;0.2. In order to simulate
the melting and resolidification process occurring at a single tem-
perature, a very small dimensionless phase-change temperature
range,DT50.01, is used in the calculation. The grid number used
in the numerical simulation was 72337337 ~in the x, y, andz-
directions! for stationary scanning cases and 168337337 for
moving laser beam scanning cases. The dimensionless time step
for the cases with both stationary and moving laser beam was
Dt50.05;0.1 when the laser is on andDt50.5 after the laser is
shut off. A finer grid~112352352 for stationary laser beam and
202382382 for moving laser beam! and a smaller time step
(Dt50.01) were also used to simulate some cases, but the differ-
ence in the predicted values of the dimensionless cross-section
area was less than 0.5 percent.

4 Experimental Apparatus and Procedure
It is important to note that successful fabrication of metal parts

requires a careful match between the surface properties of the two
materials. Specifically, the liquid phase low melting point material
must wet the nonmelting solid particles in order to~1! fabricate

full density parts and~2! apply the model developed here. Identi-
fication of powder pairs with these characteristics is not trivial@6#
and hence specific materials are used here. Unfortunately, the
thermophysical properties of the powders are not well docu-
mented and, as will become evident, some properties must be
estimated in order to predict the experimental results.

Experiments were conducted using a mixture of 40 percent
nickel braze powder and 60 percent AISI 1018 carbon steel pow-
der by volume. The shapes of both powder particles are spherical
and the size distribution of both powder particles are listed in
Table 1. The experimental apparatus is shown in Fig. 2. Two
types of experiments were conducted: one using a stationary line
source and the other using a traversing circular beam. During the
tests, the powder was contained in a block of Plexiglas with a
pocket machined into it with dimensions 76.2376.2319 mm
~length3width3height!, with the surface of the powder exposed
to the atmosphere. Prior to laser irradiation, the powder surface
was leveled with a straight edge to obtain a smooth, flat surface.
The initial porosity of the powder was determined to be 0.4 by a
simple mass/volume measurement procedure.

To measure the transient temperature within the powder, Teflon
coated, 0.076-mm diameter chromel-alumel~K type! thermo-
couples were strung across the test pocket at three different depths
~2.1, 4.3, 6.5 mm60.25 mm!, with the thermocouple leads aligned
parallel to the surface. A Pentium-based PC, with Keithley Me-
trabyte A/D and thermocouple boards, was used to acquire and
log three-thermocouple readings and a voltage signal from the
laser control computer. The laser signal was acquired at 20 Hz,
and used to define the time the laser was turned on and off, to
within 60.05 seconds. The thermocouple readings were acquired
at 7 Hz, with an estimated uncertainty of61.1 °C.

The irradiation was provided by a CW, 50 W~maximum!, CO2
laser ~Synrad 48-5!operating at 10.6-mm wavelength with a
Gaussian intensity distribution. The actual laser power was mea-
sured using an Oriel model 70266~S/N 30362!laser power meter,
positioned between the ZnSe lens and the powder surface. For the
stationary line source tests, a right-angle first surface mirror and a
50.8-mm focal length, anti reflection coated ZnSe cylindrical lens
was used to transform the round Gaussian beam into an ellipsoid
Gaussian beam. The size of the ellipsoid laser beam can be ad-
justed by changing the separation distance between the lens and
surface of the powder bed.

During the traversing circular beam experiments, the first sur-
face mirror and cylindrical lens were replaced by a laser beam

Fig. 2 Experimental apparatus for sintering of metal powder

Table 1 Size of the powder particles

Average
diameter

Minimum
diameter

Maximum
diameter STD

nickel braze 45mm 20 mm 93 mm 15 mm
AISI 1018 steel 68mm 61 mm 74 mm 4.4 mm
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positioning device~Synrad, SH series Marking Head, model num-
ber SH3-370CH/180!, equipped with a 508 mm focal length
planoconvex ZnSe lens. Two different traversing speeds~1.32
mm/s and 2.65 mm/s!were used. In both cases, the laser power
was held at 31 watts and the scan length was maintained at 20
mm. The radius of the Gaussian beam measured at 1/e2 is 2 mm
~or 1.41 mm at 1/e!.

For both stationary and traversing experiments, the solid heat
affected zone formed by laser irradiation was extracted and
mounted in Bakelite. The mounted specimens were sectioned in
the desired location and polished for examination. Cross sections
were photographed using a Nikon Metaphot reflected light micro-
scope with a spatial resolution of 0.5mm.

5 Results and Discussion
Radiative coupling between the laser radiation and the powder

is a crucial effect to consider in the modeling since it determines
the amount of laser energy delivered to the material. The value of
absorptivity is usually very low for most metals at room tempera-
ture, but increases with an increase of the target material tempera-
ture ~@18#!. Alternatively, the absorptivity of liquid metal is not a
strong function of temperature, and it is comparable to that of
solid metals near their melting points~@19#!. The effective absorp-
tivity of the powder bed is expected to be much higher than that of
bulk metal since the portion of the laser irradiation entering the
pore space of a powder bed is trapped due to multiple reflections
~@2#!. The absorptivity of nickel braze bulk material is estimated
to be that of Inconel@20# because the two materials’ components
are similar. Likewise, the absorptivity of the high melting point
powder material, AISI 1018 steel, can be estimated from Brandes
@21#. After a careful comparison and a trial and error procedure,
the absorptivity of the powder bed is taken to be 0.5; a value
which provided predictions which best agreed with the experi-
mental results.

Thermal properties of the AISI 1018 steel are not directly avail-
able in the literature. Therefore, properties of AISI 1010~@22#!
were used. The density and the melting point of nickel braze are
available from the manufacturer~@23#!. Values for thermal con-
ductivity of nickel braze can be obtained from Touloukian@20#
while the specific heat of nickel braze was taken to be the
weighted average of the specific heats of individual components
~which are available from Brandes@21#!. The latent heat of melt-
ing can be derived from the latent heats and melting points of the
individual components~@21#! and the result ishsl53.7743105

J/kg. Viscosity and surface tension for the liquid nickel braze are
m55.47431023 kg/sm andg51.20721.80231024(T21271)
N/m, which were obtained from semi-empirical equations in Iida
and Guthrie@24#, Bunnell@6#, and Brandes@21#. Finally, the irre-
ducible saturation,c ir , was taken to be 0.08~@14#!. The dimen-
sionless parameters that are used in the numerical simulation are
listed in Table 2.

Numerical simulations were performed under conditions corre-
sponding as closely as possible to those of the experiments. Nu-
merical results were obtained in dimensionless form and were
subsequently converted to dimensional form in order to compare
with the corresponding experimental results. Figure 3 shows the
three-dimensional shape of the powder bed surface and HAZ after

irradiation of a stationary ellipsoid laser beam using a powder of
36.5 W and a processing time of 7.4 s. The minor axis of the
ellipsoid laser beam~defined as the radius where the intensity of
the beam is 1/eof the centerline intensity! is 1.4 mm. The ratio of
the major axis over minor axis of the ellipsoid laser beam,A, is
3.95. It can be seen that the top depression of the HAZ is ellip-
soid, which corresponds to the shape of the laser beam. Thick-
nesses of the sintered HAZ~in the z-direction!are greatest at the
center of the beam and decrease with increasingx andy.

In order to view the shape clearly, the cross section of the HAZ
at x538.1 mm is plotted in Fig. 4~a!. A micrograph of the cross
section atx538.1 mm is shown in Fig. 4~b! for comparison. The
black area in the micrograph is a local void and the light area is
sintered metal. The shape of HAZ, averaged locally in thex di-
rection, corresponds to the outer boundaries of the dark region. It
can be seen that the actual and predicted shapes of the HAZ are
similar, but the local boundaries of the sintered and unsintered
areas are somewhat different. The boundary between the sintered

Fig. 3 Three-dimensional shape of the HAZ with a stationary
ellipsoid laser beam „AÄ3.95, NiÄ0.0223, UbÄ0…

Fig. 4 Comparison of the cross-section area obtained by nu-
merical simulation and experiment „stationary laser beam …

Table 2 The sintering parameters applied in the numerical cal-
culation

Bi 2.9431024 Sc 1.38
Bo 5.3031023 T` 21.0
CL 1.07 XD 53.88
Kg 5.3831024 YD 26.94
KL 0.20 ZD 13.47
Ma 1042.0 e 0.40
Ng 1.1931023 wsi 0.24
Nr 1.31 c ir 0.08
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and unsintered regions is smooth and clear for the numerical result
but it is not clear for the experimental result. A large degree of
local porosity is evident in the actual piece. The mophological
differences between the predictions and experimental results may
suggest that there is a mushy zone between the sintered and un-
sintered region because the low melting point liquid metal and the
solid particles may not be in thermal equilibrium in such a rapid
process. Another possibility is that the continuum medium as-
sumption may not be very good because the diameter of the laser
beam is only two order of magnitude greater than the particle
diameter. Further efforts will be needed to reveal the cause of the
nonsmooth boundary between sintered and unsintered regions.

Figures 4~c!and~d! show the numerical and experimental HAZ
cross sections for different operational conditions~P528.5 W,
A52.9, ts57.4 s!. Basically, the characteristics of the numerical
and experimental results are similar to those at the higher laser
power and longer major axis of the laser beam. Since the laser
intensity at the center of the laser beam is nearly the same, the
differences in the cross-sectional area are not significant for these
two cases. The temperature histories at three different depths at
x5y50 for the preceding two cases are shown in Figs. 5~a! and
~b!. It can be seen that the agreement between numerical and
experimental results is excellent.

The SLS with a moving laser beam was investigated since it
corresponds to the real process. Figure 6~a! shows the predicted
shape of the sintered region in three different cross sections. The
laser beam starts to scan the powder bed fromx528.1 mm and
beam irradiation is curtailed atx548.1 mm. It can be seen that the
shape and size of the cross sections at the three differentx are
similar. This suggests that the quasi-steady state has been
achieved when the laser beam travels tox534.1 mm. Figure 6~b!
shows three cross sections corresponding to the numerical results
in Fig. 6~a!. It can be seen that the shapes of the numerical results
agree fairly well with the experimental results. As can be seen
from Fig. 6~b!, some voids can be observed in the cross section of
the sintered part. Again, this phenomenon was not observed in the
numerical results because the porosity of the powder bed was
assumed to remain constant in the process. However, the pre-
dicted and measured total volume of powder sintered in the pro-
cess is very close.

In order to investigate the effect of the laser beam traversing
velocity, numerical simulations and experiments were performed
for a fast scanning velocity. The results are shown in Figs. 7~a!
and ~b!. As expected, the sintered region is significantly smaller
than that in Fig. 6. Like the case with slow scanning velocity
plotted in Fig. 6~a!, the predicted shape and size of the cross
sections is almost the same for three differentx.

Figure 8 shows the top and bottom of the HAZ for different
scanning velocities aty50. For the slower scanning case, the
sintered depth reaches its maximum value atx531 mm, which is
about 3 mm beyond the starting point of scanning, and the sinter-
ing depth remains unchanged untilx547 mm ~1 mm before the
stopping point of the laser scan!. For the faster scanning case, the
sintering starts at a slightly largerx. The variation of the sintering
depth withx is similar to that of slower scanning case. Figures

Fig. 5 Comparison of temperature histories obtained by nu-
merical simulation and experiment „stationary laser beam …

Fig. 6 Comparison of the cross-section area obtained by nu-
merical simulation and experiment „moving laser beam: A
Ä1.0, NiÄ0.0749, UbÄ0.124…
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9~a! and ~b! show the comparison of the temperature history ob-
tained numerically and experimentally. The agreement between
the numerical and experimental results is very good.

The variation of dimensionless HAZ cross-sectional area with
the dimensionless laser intensity at two different scanning veloci-
ties is shown in Fig. 10~a!. The predicted and measured dimen-
sionless cross-sectional areas were obtained by

Ac52E
0

YD

@hst~XD/2, Y!2h0~XD/2, Y!#dY

and by measuring the sintered area~i.e., light area in photos such
as those in Figs. 6 and 7!, respectively. As can be seen, both
predicted and measuredAc vary linearly withNi . The predicted
cross-sectional areas are in general smaller than the measured val-
ues. Considering the uncertainty in the absorptivity and the ther-
mal properties of both powders, as well as the uncertainty in mea-
suringAc , the agreement between the predicted and measuredAc
is very good. Based on the experimental results in Fig. 10~a!, an
empirical correlation ofAc is proposed:

Ac51.79
Ni

Ub
10.557Ub20.292. (22)

Comparison of experimental results and Eq.~22! is shown in Fig.
10~b!. The difference between the measuredAc and Eq.~22! is
less than 15 percent. Of course, a different correlation would re-
sult if different materials are used.

Fig. 7 Comparison of the cross-section area obtained by nu-
merical simulation and experiment „moving laser beam: A
Ä1.0, NiÄ0.0749, UbÄ0.248…

Fig. 8 Effect of the scanning velocity on the cross sections at
yÄ0 „moving laser beam: AÄ1.0, NiÄ0.0749…

Fig. 9 Comparison of temperature histories obtained by nu-
merical simulation and experiment „moving laser beam: A
Ä1.0, NiÄ0.0749…
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6 Conclusion
Three-dimensional sintering of two metal powders with signifi-

cantly different melting points with stationary and moving laser
beam has been investigated numerically and experimentally. The
shrinkage of the powder bed due to the density change and the
liquid flow driven by the capillary and gravity forces were taken
into account. Experiments with nickel braze as the low melting
point powder and AISI 1080 steel powder as the high melting
point powder were performed. The numerical simulation and ex-
periment were performed for both a stationary ellipsoid laser
beam and a moving round laser beam. The temperature histories
obtained by the numerical simulation and the experiment agreed
very well. The boundary between sintered and unsintered powder
was clear for numerical results but it was not clear for the experi-
mental results, which may be caused by a nonequilibrium state
existing between the low melting point liquid metal and the solid
particles at the boundary. The effects of laser properties and scan-
ning velocity on the SLS process were also investigated. An em-
pirical correlation of the cross-section area of the HAZ was pro-
posed.
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Nomenclature

a 5 major axis length of the ellipsoid laser beam~m!
A 5 dimensionless major axis length of the ellipsoid laser

beam,a/R
Ac 5 dimensionless cross-section area
Bi 5 Biot number,hR/kH
Bo 5 Bond number,r lgRdp /gm

0

C 5 dimensionless heat capacity,C0/CH
0

C0 5 heat capacity,rcp (J/m3 K)
cp 5 specific heat~J/kg °C!
dp 5 diameter of the powder particle~m!
g 5 gravitational acceleration~m/s2!
h 5 convective heat transfer coefficient~W/m2K!

hsl 5 latent heat of melting or solidification~J/kg!
i, j, k 5 unit vector inx, y, z-directions

k 5 thermal conductivity~W/m °C!
K 5 permeability~m2! or dimensionless thermal conduc-

tivity, k/kH
Krl 5 relative permeability
Ma 5 Marangoni number,gm

0 dp /(aHm)
Ni 5 dimensionless moving laser beam intensity,

aaP/@pRAkH(Tm
0 2Ti

0)#
NR 5 radiation number,ees(Tm

0 2Ti
0)3R/kH

Nt 5 temperature ratio for radiation,Tm
0 /(Tm

0 2Ti
0)

p 5 pressure~N/m2!
P 5 laser power~W!

Pc 5 dimensionless capillary pressure,pc /@gm
0 Ae/K#

R 5 radius of the laser beam or minor axis length of el-
lipsoid laser beam~m!

s 5 solid-liquid interface location~m!
s0 5 location of surface~m!
sst 5 sintered depth~m!
Sc 5 subcooling parameter,CH

0 (Tm
0 2Ti

0)/(rLhsl)
T 5 dimensionless temperature, (T02Tm

0 )/(Tm
0 2Ti

0)
t 5 time ~s!

T0 5 temperature~°C!
v 5 velocity vector,ui1 v j1 wk (m/s)
V 5 dimensionless velocity vector,vR/aH
; 5 volume ~m3!

x, y, z 5 coordinate~m!
X, Y, Z 5 dimensionless coordinate, (x,y,z)/R

Greek Letters

a 5 thermal diffusivity ~m2/s!
aa 5 absorptivity
g0 5 surface tension,~N/m2!
g 5 dimensionless surface tension,g0/gm

0

gm
0 5 surface tension of low melting point metal at melt-

ing point, ~N/m2!
DT0 5 one-half of phase change temperature range~K!
DT 5 one-half of dimensionless phase change temperature

range
e 5 porosity for unsintered powder, (;g1; l)/(;g1; l

1;s1;H)
ee 5 emissivity of surface

hst 5 dimensionless sintered depth,sst /R
m 5 dynamic viscousity~kg/ms!
r 5 density~kg/m3!
s 5 Stefan-Boltzmann constant, 5.6731028 W/~m2 K4!
t 5 dimensionless time,aH /t/R2

w 5 volume fraction,;/(;s1; l1;H1;g)
ḞL 5 dimensionless volume production rate of the liquid

Fig. 10 Cross-section area of the HAZ at different laser inten-
sities and scanning velocities
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c 5 saturation,w l /e
“ 5 gradient operator,i( ]/]x)1 j( ]/]y)1k( ]/]z)
“̂ 5 dimensionless gradient operator,i( ]/]X)1 j( ]/]X)

1k( ]/]Z)

Subscripts

c 5 capillary
g 5 gas~es!
H 5 high melting point powder
i 5 initial
l 5 liquid or sintered region

L 5 low melting point powder
m 5 melting point
s 5 solid particle of the low melting point powder
v 5 vapor
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A Model of Dopant Transport
During Bridgman Crystal Growth
With Magnetically Damped
Buoyant Convection
This paper presents a model for the unsteady transport of a dopant during the vertical
Bridgman crystal growth process with a planar crystal-melt interface and with an exter-
nally applied axial magnetic field. This dilute mass transport depends on the convective
and diffusive mass transport of the dopant. The convective mass transport is driven by
buoyant convection in the melt, which produces nonuniformities in the concentration in
both the melt and the crystal. This convective transport is significant even for a strong
magnetic field Bo52 T. However, the electromagnetic damping of the melt motion pro-
duces a local region adjacent to the crystal-melt interface which is dominated by diffu-
sion. Thus, this melt solidifies with a relatively radially uniform concentration, so that the
radial distribution of dopants in the crystal is also relatively radially uniform. The tran-
sient model predicts the dopant distribution in the entire crystal.
@S0022-1481~00!02301-X#

Keywords: Heat Transfer, Magnetohydrodynamics, Mass Transfer

1 Introduction
Semiconductor crystals are grown from the liquid phase~melt!

whose motion can be controlled by an externally applied magnetic
field. The infinite number of possible magnetic field configura-
tions provides the ability to tailor the melt motion in order to
optimize the properties of the crystal. The melt is typically doped
with an element to give the crystal certain electrical or optical
properties. It is crucial that the distributions of these elements,
called dopants, are as uniform as possible. When only a few tran-
sistors and other devices were produced on each wafer sliced from
a crystal, some nonuniformity or segregation could be tolerated.
With recent manufacturing advances, millions of devices are now
produced on a single wafer, so that the need for a uniform dopant
concentration across the wafer is more critical.

In crystal growth without a magnetic field, oscillatory melt mo-
tions produce undesirable spatial oscillations of the dopant con-
centration~striations!in the crystal. Since most molten semicon-
ductors are excellent electrical conductors, an externally applied
magnetic field can be used to eliminate oscillations in the melt
motion, thus eliminating striations in the crystal. Chedzey and
Hurle @1# and Utech and Flemings@2# published the first papers to
demonstrate the benefits of applying magnetic fields during semi-
conductor crystal growth. Unfortunately, the elimination of mix-
ing and a moderate electromagnetic~EM! damping of the residual
steady melt motion may lead to a large variation of the dopant
concentration in the crystal in the direction perpendicular to the
direction of growth~lateral or radial macrosegregation! ~@3#!.

If the EM damping is extremely strong, then the melt motion is
suppressed and has no effect on the dopant distribution in the
crystal, and this diffusion-controlled mass transport may produce
a dopant distribution in the crystal which is both radially and
axially uniform ~@3#!. In order to achieve diffusion-controlled
mass transport, the mass transport Pe´clet number, Pem5UbR/D,
must be small, whereUb is the characteristic velocity for the
magnetically damped melt motion and is inversely proportional to

the square of the magnetic flux densityBo , while R is the inside
radius of the cylindrical ampoule andD is the diffusion coefficient
for the dopant in the molten semiconductor. If Pem!1, then the
characteristic ratio of convection to diffusion of the dopant is
small and the dopant transport is diffusion controlled. Diffusion-
controlled growth may be achievable in a low-gravity environ-
ment where the melt motion driven by residual accelerations in an
earth-orbiting vehicle can be 10,000 times smaller than the buoy-
ant convection on earth~@4,5#!. However, since typical values of
D are 1 to 231028 m2/s, Bo must be extremely large for
diffusion-controlled mass transport on earth. It is more practical to
use magnetic fields which are strong enough to eliminate flow
oscillations, but which only moderately damp the residual steady
melt motion, i.e., for which Pem is still large and convection of
dopant is important. With such fields, the objective is to tailor the
melt motion in order to achieve both lateral and axial dopant
uniformity in the crystal. At each stage during the growth of a
crystal by any process, there are infinitely many different ways to
tailor the strength and configuration of the externally applied mag-
netic field, the rotation rates of the crystal and crucible or ampoule
or feed rod, the distribution of the heat flux into the melt, the
radiative and conductive heat losses from the melt, etc., so that
process optimization through trial-and-error experimental crystal
growth is not practical. Models which accurately predict the dop-
ant distribution in an entire crystal for any combination of process
variables are needed to facilitate process optimization.

For a typical crystal growth process, resolution of thin mass-
diffusion boundary layers havingO(Pem

21) thicknesses is often
very challenging because the mass transport Pe´clet number can
have values as large as Pem520,000 ~@6#!. Several grid points
must be concentrated inside each layer in order to give accurate
results, because these boundary layers play critical roles in the
transport. As the magnetic flux densityBo of the externally ap-
plied magnetic field is increased, the value of Pem decreases and
the mass-diffusion boundary layers become thicker, but the value
of the Hartmann number Ha5BoR(s/m)1/2 increases, wheres
and m are the electrical conductivity and viscosity of the melt.
Since there are viscous boundary layers withO(Ha21) thick-
nesses, there are thin mass-diffusion or viscous boundary layers
for every value ofBo . Therefore the simultaneous numerical so-
lution of the full Navier-Stokes, internal energy, and mass trans-
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port equations must always have a very fine spatial grid and a very
small time step. Kaiser and Benz@7# stated that the hardware
requirements and needed supercomputing time for the accurate
resolution of concentration and velocity gradients are impractical.
In a pair of studies, we eliminate the need for such resources by
using an asymptotic approach for the unsteady dopant transport
for the entire period needed to grow a crystal in a model problem
~@6,8#!. We demonstrated that convection leads to extremely non-
uniform dopant distributions in the melt. In addition, our analyses
showed that the dopant distribution in the melt is far away from
that given by a steady-state model for each stage during growth of
the crystal. Therefore, the dopant transport problem is intrinsically
unsteady for magnetic fields which are strong enough to eliminate
flow oscillations, but which are not strong enough to achieve
diffusion-controlled mass transport.

In the present paper, we treat the mass transport of silicon~Si!
in a germanium~Ge! melt in a vertical Bridgman ampoule with a
uniform, steady, axial magnetic field. An axial magnetic field pre-
serves the axisymmetry of the crystal, while a transverse or hori-
zontal uniform magnetic field produces deviations from axisym-
metry in the melt, composition, leading to undesirable lateral
macrosegregation in the crystal. Several crystal growers are cur-
rently performing experiments on the Bridgman growth of GeSi
crystals from the melt with an axial magnetic field. The present
study eliminates the need for impractical computing resources by
using an asymptotic approach to treat the unsteady dopant trans-
port for the entire period needed to grow a crystal during the
solidification of a GeSi crystal. This asymptotic approach pro-
vides an analytic solution for the buoyant convection in the melt,
so that a numerical solution is not required for the solutions of the
Navier-Stokes equations, electromagnetic and energy equations. A
numerical solution is only needed for the mass transport equation,
thereby facilitating a moderate requirement for computational re-
sources. With this approach, our model provides accurate predic-
tions for the entire period needed to grow a crystal.

The benefits of magnetic fields during semiconductor crystal
growth have been reviewed by Hurle and Series@9# and Walker
@10#, with an emphasis on the mass transport of dopants. Our Pem

is the same as the parameter (ScGr/Ha2) used by some other
researchers~@11#! where Sc and Gr are the Schmidt and Grashoff
numbers.

2 Melt Motion
This paper treats the unsteady, axisymmetric mass transport of

silicon in a germanium melt in a vertical Bridgman ampoule with
an externally applied, uniform, steady, axial magnetic fieldBoẑ.
HereBo is the magnetic flux density, whiler̂ , û, andẑ are the unit
vectors for the cylindrical coordinate system. During Bridgman
growth, the ampoule is moved from an isothermal hot zone where
the germanium has been melted, through an adiabatic or thermal-
gradient zone where the germanium solidifies, and into a cold
zone where the crystal is cooled. Our dimensionless problem is
sketched in Fig. 1. The coordinates and lengths are normalized by
the ampoule’s inner radiusR, anda is the dimensionless length of
the ampoule. For Bridgman growth, the values ofa can be as high
as 35~@12#!. The melt velocityv is normalized by the character-
istic velocity for magnetically damped buoyant convection~@13#!,

Ub5
rgb~DT!c

sBo
2 , (1)

wherer is the melt’s density at the solidification temperatureTm ,
b is the volumetric thermal expansion coefficient,g59.81 m/s2,
and (DT)c is the difference between the hot-zone temperature and
Tm . The crystal-melt interface moves at a constant velocityUg
5vUb , wherev is the dimensionless interface velocity. The pla-
nar crystal-melt interface lies atz52b, where the instantaneous

dimensionless axial length of the meltb(t)5a2vt decreases
during growth. With timet normalized byR/Ub , the dimension-
less time to grow the entire crystal isa/v.

The electric current in the melt produces an induced magnetic
field, which is superimposed upon the applied magnetic field pro-
duced by the external magnet. The characteristic ratio of the in-
duced to applied magnetic field strengths is the magnetic Rey-
nolds number

Rm5mpsUbR, (2)

wheremp is the magnetic permeability of the melt. For all crystal-
growth processes,Rm!1 and the additional magnetic fields pro-
duced by the electric currents in the melt are negligible.

The characteristic ratio of convective heat transfer to conduc-
tion is the thermal Pe´clet number, Pet5rchUbR/k, wherech and
k are the melt’s specific heat and thermal conductivity. For a
sufficiently large value ofBo and for practical growth rates, con-
vective heat transfer and the heat released by the cooling melt are
negligible compared to the conductive heat transfer~@8#!. For mol-
ten germanium withR57.5 mm, (DT)c510 K, andBo52T, the
thermal Pe´clet number is Pet50.02, so that this assumption is
justified. As long as the furnace is axisymmetric, the melt’s tem-
perature is independent ofu, andT(r ,J) is the deviation of the
temperature from the hot-zone temperature, normalized by
(DT)c . The governing equation and boundary conditions are

1

r

]

]r S r
]T

]r D1
4

b2

]2T

]J2 50, for 0<r<1, 21<J<1,

(3a)

T50, at J51, (3b)

T521, at J521, (3c)

]T

]r
5Bi~Tf2T!, at r 51, (3d)

where J5112z/b is a rescaled axial coordinate, so that21
<J<1 for all time. Here,Tf(J) is the dimensionless furnace
temperature, while the Biot number for the heat transfer from the
furnace and through the ampoule wall is Bi5hR/k, whereh is the
heat transfer coefficient between the outside surface of the melt
and the furnace. In the hot zone,Tf50 for 1,J,(2b
12d)/b, and in the thermal-gradient zone,Tf5(J11)b/(2d)

Fig. 1 Vertical Bridgman ampoule with a uniform, steady, axial
magnetic field B oẑ and with coordinates normalized by the am-
poule’s inner radius
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21 for (2b12d)/b,J,21 ~@14#!. Here,d is the dimension-
less distance between the crystal-melt interface and the vertical
position in the furnace where the adiabatic and the hot-zone meet.
For each instantaneous melt depth, the separation-of-variables so-
lution for T is

T5
1

2
~J21!1(

n51

`

xnI oS npr

b D sinFnp

2
~J21!G , (4a)

xn5

S 2b

dn2p2D sinFnp

b
~2b1d!G

S np

b BiD I 1S np

b D1I oS np

b D , (4b)

whereI 0 or I 1 is the modified Bessel function of the first kind and
zeroth or first order. Some typical isotherms for Bi510,b55, and
d50.5 are presented in Fig. 2. The thermal gradients are concen-
trated in a region of the melt near the crystal-melt interface be-
cause this region of the ampoule is adjacent to the furnace’s
thermal-gradient zone. The remainder of the melt which lies ad-
jacent to the hot zone is isothermal at the hot-zone temperature.
Future research will investigate the effect of the thermal environ-
ment on the distribution of dopants in the crystal.

This model is idealized because we have assumed that the
crystal-melt interface is planar. The heat flux is primarily axial in
the thermal-gradient zone where the crystal-melt interface occurs.
Since the thermal conductivity of solid germanium is less than
half that of the melt~@15#!, the crystal represents a thermal barrier
causing some of the heat flux to flow radially outward to the
ampoule wall near the interface. This local radial heat flux causes
the local isotherms and the crystal-melt interface to be concave
into the crystal~@16#!. The concave interface then creates two
cells of circulation~@3#! instead of a single cell as shown in Fig. 2.
Future research will investigate the effect of the curved crystal-
melt interface on the dopant transport.

In the Navier-Stokes equation, the characteristic ratios of the
electromagnetic~EM! body force term to the inertial term and to
the viscous term are the interaction parameter,N5sBo

2R/rUb ,
which varies asBo

4, and Ha2, respectively. For molten germanium
with R57.5 mm, (DT)c510 K and Bo52 T, Ha5664, andN
51.63105. This value ofN is sufficiently large that inertial ef-
fects are certainly negligible. In an asymptotic solution for Ha
@1, the melt is divided into an inviscid core, Hartmann layers
with O(Ha21) thickness adjacent to the boundaries atJ561,
and a parallel layer with anO(Ha21/2) thickness adjacent to the
ampoule surface atr 51, as shown in Fig. 3. The Hartmann layers
have a simple, local, exponential structure, which matches any
radial core or parallel-layer velocities atJ561, which satisfies
the no-slip conditions at the solid-liquid interfaces, and which

indicates thatvz in the core or parallel layer isO(Ha21) at J5
61. Analysis of the parallel layer reveals that its thickness is
actuallyO@(b/Ha)1/2#. Sinceb can be as large as 35 at the begin-
ning of the Bridgman process, the parallel layer is not actually
thin as assumed in the formal asymptotic expansion for Ha@1.
While a formal asymptotic analysis for Ha@1 is not appropriate,
the numerical solution of the inertialess Navier-Stokes equation
with all viscous terms is not necessary. The Hartmann layers rep-
resent an extremely small fraction of the melt length and have a
simple exponential structure. There is no need to numerically du-
plicate this simple exponential structure. Therefore we use a com-
posite core-parallel-layer solution which does not assume that the
parallel-layer thickness is small. We discard the viscous terms
Ha22]2v/]z2 in the Navier-Stokes equation, we relax the no-slip
conditions atJ561 because they are satisfied by the Hartmann
layers which are not part of the composite solution, and we apply
the boundary conditions

vz50, at J561.

Since these conditions neglect theO(Ha21) perturbation velocity
due to the Hartmann layers, we also discard the other viscous
terms in the radial component of the Navier-Stokes equation be-
cause they areO(Ha21) compared to the radial pressure gradient
in both the core and parallel layer, and we already have an
O(Ha21) error. Therefore the dimensionless equations governing
the composite solution, which assumes that the Hartmann layers
have negligible thickness and which has anO(Ha21) relative er-
ror, are

1

r

]

]r
~rv r !1

2

b

]vz

]J
50, (5a)

]p

]r
5 j u , (5b)

2

b

]p

dJ
5T1Ha22

1

r

]

]r S r
]vz

]r D , (5c)

j u52v r , (5d)

wherep is the deviation of the pressure from the hydrostatic pres-
sure for the uniform densityr, normalized byrgb(DT)cR, j u is

Fig. 2 Dimensionless isotherms for Bi Ä10, bÄ5, and dÄ0.5

Fig. 3 Flow subregions of the melt for Ha š1: c
Ä inviscid core, pÄparallel layer adjacent to ampoule wall and
parallel to the magnetic field, and hÄHartmann layers adjacent
to the crystal-melt interface and the top of the ampoule
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the azimuthal component of the electric current density, normal-
ized by sUbBo , and T in ~5c! is the buoyancy force with the
Boussinesq approximation. Equation~5a! is conservation of mass,
Eq. ~5b! is the radial component of the Navier-Stokes equation
with the radial EM body force due to the azimuthal electric cur-
rent and the axial magnetic field, Eq.~5c! is the axial component
of the Navier-Stokes equation with the buoyancy force and Eq.
~5d! is the azimuthal component of Ohm’s law where there is no
azimuthal electric field because of axisymmetry. The boundary
conditions are

vz50, at J561,

v r5vz50, at r 51.

The radial velocityv r and axial velocityvz are given by

v r5
1

r

2

b

]c

]J
, (6a)

vz52
1

r

]c

]r
, (6b)

c52r(
n51

` xn sinFnp

2
~J21!G

F11S np

bHaD
2G H lnCn ber8~lnr !

1lnDn bei8~lnr !2
b

np
I 1S npr

b D J , (6c)

Cn5
1

Dln
F b

np
I 1S np

b Dber~ln!2
1

ln
I 0S np

b Dbei8~ln!G , (6d)

Dn5
1

Dln
F 1

ln
I 0S np

b Dber8~ln!1
b

np
I 1S np

b Dbei~ln!G , (6e)

ln5S np Ha

b D 1/2

, (6f)

D5ber~ln!ber8~ln!1bei~ln!bei8~ln!, (6g)

whereI 1(x) is the modified Bessel function of the first kind and
the first order. ber(x) and bei(x) are the Kelvin functions of the
first kind and the zeroth order, defined by ber(x)1 ibei(x)
5J0( i 3/2x), wherei 5(21)1/2 andJ0(x) is the Bessel function of
the first kind and the zeroth order. Here, ber8(x) and bei8(x) are
the first derivatives of these Kelvin functions.

Without a magnetic field, the local temperature gradients near
the interface would drive a local buoyant convection, with very
little melt motion in the isothermal region. When the electrically
conducting fluid flows radially across the vertical magnetic field,
it generates an induced electric field which drives an azimuthal
electric current. This electric current flows across the magnetic
field, creating an electromagnetic body force which opposes the
radial velocity. There is no electromagnetic body force opposing
flow along magnetic field lines. Therefore, the electromagnetic
body force damps the flow that crosses magnetic field lines and
elongates the flow along magnetic field lines~@17#!, so that there
is buoyant convection in the entire melt. This phenomena is dem-
onstrated in Fig. 4 forb55 and for the isotherms in Fig. 2.

3 Mass Transport
Before solidification begins, the dopant concentration is uni-

form, and this initial value is used to normalize the concentration
C, so thatC(r ,z,t)51 at t50. Once crystal growth starts, the
crystal absorbs much of the dopant during solidification, leaving a
dopant-depleted region near the crystal-melt interface. The melt
motion convects the melt with a low Si concentration into the rest
of the melt. The dimensionless equation governing this mass
transport is

]C

]t
1v•¹C5Pem

21¹2C. (7)

The velocityv5v r r̂1vzẑ is given by Eq.~6!. Since dopant con-
centrations are generally small, the dilute approximation is appro-
priate. We have implicitly assumed that the dopant density has no
effect on the buoyant convection.

Matching the solutions forC in the Hartmann layers, the
boundary conditions at the crystal-melt interface and at the top of
the ampoule are

2

b

]C

]J
5Peg~ks21!C, at J521, (8a)

]C

]J
50, at J51, (8b)

where Peg5UgR/D5vPem is the Pe´clet number of solidification
and ks is the segregation coefficient. The boundary condition
along the ampoule’s vertical wall is

]C

]r
50, at r 51. (9)

We use a Chebyshev spectral collocation method for the con-
vective and diffusive terms in Eq.~7! with Gauss-Lobatto collo-
cations points inr andJ. We use a sufficient number of colloca-
tions points in order to resolve the large velocity and
concentration gradients nearr 51. All values ofBo require a sig-
nificant number of collocation points inr. Either the viscous or the
mass boundary layers are always thin since Ha is proportional to
Bo , while Pem is proportional toBo

22. For the time derivative in
Eq. ~7!, we use a second-order implicit time integration scheme to
integrate fromt50 to t which is slightly less thana/v. We chose
a large enough number of time-steps such that the results do not
change by increasing the number of time-steps.

At the beginning of crystal growth, the melt concentration, nor-
malized with the initial uniform dopant concentration, isC(r ,z,t
50)51. Thus the amount of dopant initially in the melt is ob-
tained by integrating across the ampoule’s volume giving a total
dopant concentration equal topa. We verify that the sum of the
total dopant in the melt and in the crystal is equal topa at each
time step.

Assuming that there is no diffusion of dopant in the solid crys-
tal, the dopant distribution in the crystal,Cs(r ,z), normalized by
the initial uniform dopant concentration in the melt, is given by

Fig. 4 Streamlines for the isotherms in Fig. 2 with B oÄ2T and
bÄ5
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Cs~r ,z!5ksCS r ,J521,t5
z

v D . (10)

4 Results
For our germanium-silicon~GeSi! example,ks54.2 @15#, and

v50.01557Bo
2, Ha5331.9Bo and Pem572.24Bo

22. We present
results for Bo52T, Ug53 mm/s and a51. For Bo52T, v
50.062295, Ha5663.8, Pem518.06, and the time to grow a crys-
tal is 16.05.

The constant-concentration curves in the melt att50.08263 are
presented in Fig. 5~a!. At this early stage during crystal growth,
most of the melt concentration remains at its initial uniform melt
concentrationC51. In a region near the crystal-melt interface, the
dopant-depleted melt hasC,1 because the crystal absorbs dopant
during solidification. The axial magnetic field suppresses the flow
adjacent to the crystal-melt interface. ThisO(1) flow has little
effect on the convection of dopant, so that the dopant transport is
locally dominated by diffusion in a region near the crystal-melt
interface except nearr 51. Nearr 51, O(Ha1/2) velocities adja-
cent to the ampoule’s vertical wall produce a strong local upward
flow which convects the dopant-depleted fluid upward. This up-
ward flow along the ampoule wall produces the nonuniformity in
the otherwise relatively horizontal constant-concentration curves
in the melt.

After half of the crystal is grown, all of the melt has a concen-
tration C,1 as shown in Fig. 5~b!. The minimum melt concen-
tration is 0.2044 and the maximum melt concentration is 0.4370.
The constant-concentration curves have deviated further from the
horizontal constant-concentration curves that would be given by
pure diffusion, because the upward flow along the ampoule’s ver-
tical wall is convecting the dopant-depleted melt upward. The
dopant-depleted melt must turn and flow adjacent to the top of the
ampoule, producing constant-concentration curves that bow up-
ward in the upper region of the melt.

As seen in Figs. 5~a!and 5~b!, the concentration at the bottom
of the melt adjacent to the crystal-melt interface is radially uni-
form except near the ampoule wall atr 51. Because of this uni-
formity, the constant-concentration curves for the crystal shown in
Fig. 6 exhibit a small amount of radial macrosegregation. The
maximum deviation from the concentration atr 50 is only 14.3
percent which occurs at horizontal cross sections for20.705<z
<20.720. More than 25 percent of the crystal has less than a five
percent deviation between the maximum concentration and the
concentration atr 50 along anyz5constant cross section, and
more than 50 percent of the crystal has less than a ten percent
deviation in the radial macrosegregation.

The predicted crystal composition is different from that given
by the desired limiting case where dopant transport is governed by
diffusion because convective mass transport plays a significant
role. From a crystal-growth perspective, diffusion-dominated so-
lidification is desirable because it leads to a radially and axially
uniform dopant concentration distribution over most of the length
of the crystal. Although this is highly desirable, the convective
velocities are significant even forBo52 T, so that for lower mag-

netic field strengths where convection would become even more
significant, the dopant transport never approaches the diffusion-
controlled limit.

The other limit is the well-mixed limit when the velocities pro-
vide sufficient mixing that the dopant distribution is essentially
uniform throughout the melt at each time. In this case, the dopant
becomes instantly uniformly distributed over the entire volume of
the melt at each stage during growth. The well-mixed limit pro-
duces radially uniform dopant concentrations in the crystal, but a
drastically nonuniform axial dopant distribution which is gov-
erned by

Cs~z!5ksS 2
z

aD 2~12ks!

. (11)

In Fig. 7, we show the axial variation of the crystal composition
predicted by Eq.~11! and the axial variation of the radially aver-
aged crystal composition for our GeSi example withBo52 T.
The axial variation of the dopant concentration forBo52 T is
different from the well-mixed cases because the convection does
not provide enough mixing to produce a uniform melt concentra-
tion. As shown in Fig. 5, the melt concentration is far from uni-
form.

The axial magnetic field has the benefit of damping the radially
outward flow adjacent to the crystal-melt interface. This produces
a region in the melt which is locally dominated by diffusion, so
that there is only a small radial variation in the concentration.
Therefore, the crystal exhibits little radial macrosegregation. A
future study will investigate the effects of different magnetic field
strengths, aspect ratios, and growth rates in order to determine the
optimal process variables that will produce crystals with both
minimal radial and axial macrosegregation.

5 Conclusions
The convective mass transport is stronger than diffusive mass

transport over most of the melt, especially near the ampoule’s
surface atr 51 whereO(Ha1/2) flow in the parallel layer produces
significant mass transport. The flow adjacent to the crystal-melt

Fig. 5 Melt concentration C„r ,J,t … for B oÄ2T; „a… t
Ä0.08263, „b … tÄ8.026

Fig. 7 Axial variation of the crystal composition for the radi-
ally averaged concentration for B oÄ2T and the well-mixed limit

Fig. 6 Crystal concentration Cs„r ,z… for B oÄ2T
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interface is damped by the axial magnetic field, so that the diffu-
sive mass transport is stronger than the convective mass transport
in a region of the melt adjacent to the interface. The distribution
of dopant in the melt adjacent to the crystal-melt interface is ra-
dially uniform except near the parallel layer atr 51. Therefore,
this vertical Bridgman process with an axial magnetic field is a
desirable situation because this flow produces a crystal composi-
tion which exhibits little radial macrosegregation.
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Rayleigh Light Scattering
Measurements of Transient Gas
Temperature in a Rapid Chemical
Vapor Deposition Reactor
A laser-induced Rayleigh light scattering (RLS) system was used to measure transient gas
temperatures in a simulated rapid chemical vapor deposition (RCVD) reactor. The test
section geometry was an axisymmetric jet of carrier gas directed down, impinging on a
heated wafer surface. RLS was used to measure instantaneous gas temperature at several
locations above the wafer as it was heated from room temperature to 475 K. Gas flow rate
and wafer temperature correspond to jet Reynolds number Rei560, wafer maximum
Grashof number GrH54.43106, and maximum mixed convection parameter GrH /Rei

2

51200; all conditions typical of impinging jet reactors common in the numerical litera-
ture. Uncertainty of RLS transient temperature from a propagated error analysis was
62–4 K. Peak gas temperature fluctuations were large (in the order of 25 to 75 °C). Both
flow visualization and RLS measurements showed that the flow field was momentum
dominated prior to heating initiation, but became unstable by GrH /Rei

255. It then con-
sisted of buoyancy-induced plumes and recirculations. Up to the peak wafer temperature,
the flow field continued to be highly three-dimensional, unsteady, and dominated by
buoyancy. RLS measurements are shown to provide information on carrier gas instanta-
neous temperature and flow field stability, both critical issues in RCVD processing.
@S0022-1481~00!02401-4#

Keywords: Heat Transfer, Mixed Convection, Nonintrusive Diagnostics, Transient, Va-
por Deposition

Introduction

Manufacture of integrated circuits on silicon substrate wafers is
an area of substantial research and development. The integrated
circuit is made by a series of chemical reaction, photolithography,
and etching processes to create and modify thin film layers. These
layers form resistors, wires, capacitors, and insulators required to
create the desired circuitry. The silicon substrate wafer is about
eight inches in diameter, and hundreds of IC chips are manufac-
tured in parallel on this surface. Thin films of silicon are deposited
by a temperature-dependent reaction called chemical vapor depo-
sition ~CVD!. Traditionally, many wafers are processed simulta-
neously in quasi-steady state CVD reactors. However, increasing
complexity of semiconductor design and higher quality results of
single wafer processing has shifted the focus of microchip fabri-
cation from conventional furnace processing to rapid thermal pro-
cessing, including rapid chemical vapor deposition~RCVD! ~@1#!.

A typical RCVD process consists of starting a flow of silicon
laden carrier gas which transports reactants to substrate wafer sur-
face. Then radiative heating is initiated, ramping the wafer to high
temperature to initiate the reaction that causes silicon to atomisti-
cally deposit on the wafer surface. The temperature is maintained
for a limited period before cooling. Film quality depends on the
steady and laminar supply of silicon-laden carrier gas to the wafer
surface. Because the reaction is strongly temperature dependent,
the carrier gas temperature is a critical parameter. While a large
body of numerical work examines carrier gas in the CVD process,
the accuracy of the numerical results detailing isotherms and flow

lines is largely unknown and untested, and very little numerical
work examines RCVD. A good summary of rapid thermal pro-
cessing technology is found in Fair@2#.

The present work presents transient gas temperature measure-
ments in a simulated RCVD chamber. The reactor geometry is
that of an axisymmetric jet impinging on a wafer surface, and is
illustrated in Fig. 1. The problem is also of fundamental interest.
Depending on flow rates and temperature, the flow field can be
dominated by either momentum~creating flow patterns illustrated
in Fig. 1, left side! or buoyancy~shown in Fig. 1, right side!, or a
combination of the two. Transient gas temperatures were sensed
noninvasively by laser-induced Rayleigh Light scattering~RLS!.
RLS occurs because electric fields of gas molecules resonate with
the electric field of the incident laser light. The result is that a
small amount of light is scattered in directions different from that
of the incoming light. Intensity of Rayleigh scattered light varies
directly with gas molecular number density, and thus temperature

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Dec. 11,
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Fig. 1 Schematic of impinging jet RCVD reactor and carrier
gas recirculations induced by momentum dominated flow „left…
or buoyancy dominated flow „right…
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of an ideal gas can be found if pressure is known. Transient tem-
peratures were found in the RCVD test section with high spatial
and temporal resolution.

Background: Rapid Chemical Vapor Deposition
Many technical publications numerically examine carrier gas

temperature and flow characteristics. The goals of these works are
similar: Define the geometry, operating pressure, and flow rates
that will yield thin, stable boundary layers at the wafer surface,
eliminate three-dimensional flow and recirculations within the re-
actor, and suppress the effects of buoyancy. A Boussinesq as-
sumption is not appropriate, thus other simplifications are required
to make the problem numerically tractable. The most common and
questionable assumptions are of laminar steady flow and axisym-
metry. Experimental verification has consisted mainly of flow vi-
sualization of a simulated CVD process, and of comparison of
measured and predicted deposition rates. While commercial CVD
and RCVD reactors have many internal geometries, two are stud-
ied from a fundamental point of view: horizontal duct-type reac-
tors, and axisymmetric impinging jet reactors. In a series of pub-
lications, the effect of mixed convection on the chemical vapor
deposition process was examined by Evans and Greif@3–7# and
Lin, Choi, and Grief@8#. They numerically established the exis-
tence of transverse traveling waves due to the Rayleigh-Benard
thermal instability, and transient effects due to buoyancy even in
nominally steady-state systems. These works consider buoyancy
suppression strategies including disk rotation, thermal and species
diffusion, a variety of geometries, and most recently rapid thermal
processing.

Flow visualization studies and numerical optimizations of ro-
tating wafer axisymmetric reactors for organo-metallic vapor
phase epitaxy~OMVPE! were conducted by Patnaik@9#, Wang
et al. @10,11#, and Patnaik, Brown, and Wang@12# in an axisym-
metric reactor. They found that quality of the deposition layer is
largely determined by reactor gas dynamics, and that buoyancy-
driven recirculations and other secondary flows resulting from re-
actor geometry have a detrimental effect on layer uniformity and
interface. Three-dimensional flow effects in CVD reactors were
predicted in experimental and numerical models by Moffat and
Jensen@13#, Jensen@14#, Fotiadis et al.@15#, Fotiadis, Kieda, and
Jensen@16#, Jensen et al.@17,18#, Lie et al.@19#, and Hebb and
Jensen@1#. The overall thrust of this work is the complexity of the
fluid mechanics and heat transfer phenomena, even in well-
controlled and geometrically simplified simulations. Important
phenomena had not appeared previously in numerical solutions,
including effects of such practical considerations as wafer tilt,
nonuniform reactor wall temperature, asymmetries in inlet condi-
tions, and even the sequence of process steps~that is, whether
carrier gas flow is initiated before or after wafer heating!. It was
concluded that three-dimensional transport effects are significant
even when buoyancy is not important, and that the study of con-
vective heat transfer in CVD reactors is necessary to develop
more physically realistic models. Flow visualization was used to
verify numerical predictions, and some temperature measurements
were acquired for a horizontal CVD reactor by laser-induced Ra-
man scattering. Due to the weak signal from Raman scattering,
extremely long averaging times are required~in the order of 30
minutes!, and it is not suitable for RCVD, or even for identifica-
tion of transient effects in steady-state CVD processes. Most re-
cently ~in the 1995 publication!, they examined the asymmetries
in RCVD of wafer surface radiative properties resulting from
multilayer pattern wafers.

Laser-Induced Rayleigh Light Scattering
The basics of Mie and Rayleigh scattering theory are detailed in

many references, notably Kerker@20#, and Bohren and Huffman
@21#. In these works, the general solution is given of the Maxwell
equations that describe independent scattering of incident electro-
magnetic waves by an isolated sphere. The solution is termed Mie

scattering theory; a complicated series solution. Mie scattering
simplifies to a single term when the scattering particles are small
compared with the incident wavelength~particle diameters
,0.03l!, and is termed Rayleigh scattering. The intensity of Ray-
leigh light scattered by a single molecule is often described in
terms of a scattering cross section,s. For an ideal gas with an
index of refraction close to 1, the scattering cross section at 90
deg to the incident electromagnetic wave is written as~@22#!

s~90 deg!5
4p2~nref21!2

Nref
2 l4 . (1)

Using the ideal gas law to estimate the number of scatters~mol-
ecules!in the control volume,;, the intensity of Rayleigh scat-
tered light is then written:

I scat~90 deg!5No

P;

RT
s~90 deg!I o . (2)

Thus temperature is easily found if scattered light, pressure, size
of the measurement control volume, and incident power density
are known. Although not well known, RLS has been successfully
used for both temperature and concentration measurements, ap-
plied primarily to combustion problems~@22–24#! among others!.

The RLS data acquisition system is illustrated in Fig. 2. A more
complete description of the RLS system, its calibration, and its
capabilities is found in Horton and Peterson@25# and Horton@26#.
Laser light generated by a four watt Argon Ion laser is collimated,
passed through a 1-mm diameter pinhole, and transmitted to the
test section. Beam power is continuously monitored by a power
meter ~Newport 818T-150! as it exits the test section. The Ray-
leigh scattered light is collected at 90 deg by a 60-mm diameter,
248 mm focal length lens, focused with a 60-mm diameter, 125
focal length lens, passed through a slit~height 3 mm, length
50.0155 mm, Melles Griot!, and imaged onto a photomultiplier
tube~Hamamatsu HC120-01, spectral range 185–650 nm, 23 kHz
bandwidth!. Thus, the measurement control volume; ~and system
spatial resolution!, is a cylinder defined by the slit length and
incident beam diameter; 0.015 mm and 1 mm in the present sys-
tem. Output from the PMT is low pass filtered at 1 kHz~Fre-
quency Devices Model 900 Tunable Filter!, and transmitted to the
computer through a programmable gain multiplexer andA/D
board. The laser, transmission optics, and collection optics were
mounted on a traverse to allow positioning the control volume at
different locations in the stationary test section.

Implementation of RLS theory for temperature measurement is
complicated by signal contamination from two major sources:
glare from the test section and other laboratory surfaces, and Mie
scattering from dust particles~@27#!.

1 Intensity of light as seen by the photomultiplier tube is com-
posed of the Rayleigh signal of interest and of glare from test
section and laboratory surfaces. Glare is found by measuring PMT
voltage when the test section is filled with helium (sHe
50.015sAIR). A PMT voltage measurement is then taken at the
same location in the test section, but now at a reference condition

Fig. 2 Schematic of RLS optical system
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~most conveniently, room temperature and atmospheric pressure!.
Finally, heating is initiated, and instantaneous temperature is then
found by subtracting the glare and rationing to known conditions:

Tj5TrefS Vscatref
2Vgl

Vscatj
2Vgl

D . (3)

2 Contamination of the RLS signal by dust particles is rela-
tively easy to identify as the Mie scattering signal is much stron-
ger than RLS. To remove Mie effects, data were statistically fil-
tered at three standard deviations. The maximum number of data
points rejected was about five percent, and the lowest was zero.
Additionally, the test section was observed during heating. Dust
contamination was initially evenly distributed, but was driven up
and away from the wafer surface by thermophoretic effects once
heating was begun. Data also showed these effects. Typically, the
data points with most filtered data were at low temperatures and
the points at high temperature had no rejected data.

A propagated error analysis was used to assess experimental
uncertainty~@28#!. Principal sources of uncertainty were the error
in reference temperature~61°C!, and uncertainty in the three
PMT voltages of Eq.~3! was found from the standard deviation of
the mean of 30 repeated measurements~95 percent confidence
limits!. Resulting uncertainty was 2–4°C, with about one third of
the uncertainty from each of three sources: reference temperature,
PMT scattered voltage, and PMT reference voltage. Uncertainty
due to glare measurement was found to be negligible.

Experimental Apparatus
An axisymmetric RCVD test section was constructed as illus-

trated in Fig. 3. The test section consists of a cylinder of 22.9-cm
diameter, 5-mm thick optical quality quartz~Heraeus Amersil!. It
is sealed on the bottom with a gasketed aluminum plate and on the
top with gasketed PVC pipe and fittings. Highly filtered com-
pressed air enters the test chamber through four symmetrically
placed ports, passes through a porous fitted disk~Chemglass, pore
size 170–220 micron! and then through flow straighteners before
entering the test chamber. It leaves through four symmetric exits
at the chamber bottom. The chamber is sealed and can be operated
below atmospheric pressure by attaching the exhaust tubing to a
vacuum pump. Gas flow path, filtering, and metering are seen in
Fig. 4. Pressure in the test section was monitored by a mercury
manometer during all measurements. The ‘‘wafer’’ is made of
copper, with a wafer diameter to inlet diameter ratio (Dw /Di) of
1.0 ~each 15.24 cm!, and heated from below with a Mica heater.
Five thermocouples are mounted on the copper disk to monitor
surface temperature, and are connected through the multiplexer
and A/D board to the computer. Heater power is computer con-
trolled, allowing a user selected constant temperature, or a vari-
able temperature ramp rate to simulate the RCVD process, accord-
ing to the boundary conditions wanted.

The test section as described above involves several project
assumptions with respect to RCVD processing:

• First, a dilute limit assumption is made. With this assump-
tion, an actual RCVD reaction need not be performed. Instead, air
is used as the working fluid, and the obvious corrections in flow
rates and temperatures have been made to retain Reynolds and
Grashof number similarity. This simplification is valid as deposi-
tion reactions do not significantly alter the carrier gas flow or
temperature distribution because reactants are present in dilute
amounts~,1 percent!. The energy contributions from the heats of
reaction are insignificant~@17#!. In fact, most numerical simula-
tions also neglect both heats of reaction and Dufour effects in the
energy conservation equation. Continuity, momentum, and energy
are solved simultaneously, and then the chemical kinetics are
treated as a separate problem using known velocity and tempera-
ture fields.

• The dilute limit also supports a second assumption of the
present model: that growth of film on the wafer surface does not
affect reactor geometry. Film thickness is typically four to six
orders of magnitude below reactor length scales, and is clearly
negligible.

• Third, it is assumed that carrier gas characteristics are not
altered by a change in wafer heat source from radiative~as gen-
erally found in an RCVD reactor! to conduction heating by an
electrical resistance unit~as in this test section!. For a typical
radiative source temperature of 3000 K, for example, maximum
emission of radiation occurs at approximately 1000 nm. The car-
rier gases used in the RCVD process~nitrogen and hydrogen! are
transparent in the infrared, and do not participate in the radiative
heating. From a heat transfer point of view, electrical resistance
heating is much simpler to achieve and does not significantly
change the boundary condition~constant wafer surface tempera-
ture! as seen by the carrier gas. In a real RCVD process, there
could be significant thermal emission from the reactants, an effect
which requires careful assessment, and could necessitate narrow
band filtering at the PMT.

Mixed Convection, Length Scales, and Flow Visualiza-
tion

The four length scales defined in Figs. 1 and 3 make clear the
geometric complexity of this problem, and many choices for char-
acterization of the chamber. In the present work, the Reynolds
number was based on the inlet diameter, as is appropriate for an
axisymmetric jet. The Grashof number could reasonably be based
on H, the height from the wafer to the chamber inlet orDw , the
wafer diameter. In the present work,H was used as at high tem-
peratures, the momentum of the jet becomes negligible, and theFig. 3 Schematic of test section

Fig. 4 Gas flow path
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region above the wafer functions like an enclosure heated from
below. The mixed convection flow parameter used, then, is

GrH
Rei

2 5

S gb~Tw2Ti !H
3

n i
2 D

S UiDi

n i
2 D 2 . (4)

Flow visualizations were performed to find gas flow patterns
prior to the RLS temperature measurements. A 150-mm focal
length cylindrical lens was used to expand the Argon-Ion laser to
a 1-mm thick sheet~Fig. 5~a!!. The gas flow was seeded with
smoke to serve as a flow tracer, and, as smoke particles are rela-
tively large and scatter in the Mie regime, the test section was
photographed from a forward angle to take advantage of the in-
creased intensity of Mie forward scattering. The system was ini-
tially isothermal and thus momentum dominated. The sudden ex-
pansion at the chamber inlet lead to recirculation regions and
momentum dominated flow pattern as illustrated in the left half of
Fig. 1. When the wafer was heated, the influence of buoyancy was
apparent even at low temperature. By a value of GrH /Rei

2 of about
5, the boundary layer at the wafer surface became chaotic due to
the buoyancy opposing jet momentum. At higher temperature, the
buoyancy-dominated recirculation formed, as illustrated in Fig. 1
~right side!. The photograph of Fig. 5~b!shows this buoyancy-
dominated flow field flow. The horizontal dark streaks are caused
by the extruded quartz cylinder surface. The gas was observed to
be laminar, but the flow field was chaotic, and not always sym-
metric about the central axis. The seeding material was driven
from the wafer surface by thermophoretic forces, thus the plume
rising from the surface is only lightly seeded, and appears dark in
the photograph. Carrier gas is completely deflected by the buoyant
recirculation zones and does not impinge directly on the wafer
surface. The plume is deflected to the right side, leaving a larger
recirculation on the left. There are two recirculation regions to the
right of the plume; the first buoyancy-driven and rotating clock-
wise, and the second~faintly visible at the far right edge of the
cylinder! rotating counterclockwise. This flow configuration was
unstable, however, as the central region of the plume moved left
and right, and only occasionally assumed a stable axisymmetric

appearance. As the flow visualization illuminates only one plane,
the principal asymmetries were probably in the transverse plane at
those times.

Transient Temperature Measurements
Transient carrier gas temperatures were measured at four radial

locations at 1 cm above the wafer surface for a Reynolds number
of Rei560, maximum Grashof number GrH54.43106, and maxi-
mum GrH /Rei

251200. To obtain a constant surface temperature
boundary condition, the ‘‘wafer’’ was made of 1-cm thick,
15.24-cm diameter solid copper. Surface temperature uniformity
was good, with temperature variations below62°C at 5 points
continuously monitored on the wafer surface. This 1-cm wafer
thickness required to obtain the consistency, however, resulted in
large thermal inertia. The effect of ramp rate is a subject to be
addressed in future work. At maximum power, then, the wafer
was ramped from room temperature to about 200°C over an eight-
minute period, as seen in Fig. 6. Ten to 15 intensity readings were
taken during heating.

Figure 6 shows RLS measurements of carrier gas average tem-
perature of 500 data points taken over the one-second sampling
period. The error bars indicate uncertainty in temperature from the
propagated error analysis. Mean temperature trends shown in Fig.
6 are as expected for the buoyancy-dominated flow pattern that
formed for all but the first few data points when the wafer tem-
perature was close to the inlet gas temperature. Mean tempera-
tures at the three radii near the wafer center are highest, as these
measurements are in the thermal plume rising from the hot wafer
surface. In contrast, the temperature atr /r o50.67 is about 50 deg
lower, indicating it is inside a recirculation cell that is not directly
exposed to the hot gas rising from the wafer surface. These tem-
perature trends are predicted in the numerical work~for example,
@29,30#among others!, and seen in the flow visualization photo-
graph of Fig. 5~b!. Figure 6 also shows that at some times, the
mean temperature is significantly lower than the previous mea-
surement at the same location~for example, the average tempera-
ture at r /r o50 is higher at 300 than at 350 seconds!. The tem-
perature change is caused by the unsteady wandering effects seen
in the flow visualization, as the plume central axis varies.

Fig. 5 „a… Schematic of flow visualization optical arrangement; „b… photograph
of buoyancy-dominated flow
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Figures 7~a!–~d! show the instantaneous temperature for the
four radial locations at four different times during the heating
cycle. All four locations begin with uniform ambient temperature.
The center temperature~r /r o50, as shown in Fig. 7~a!!shows
some fluctuation and periodicity even at 120 seconds. Gas tem-
perature climbs to about 400 K after 480 seconds, and shows
irregular fluctuations of about 25 deg and frequencies in the order
of 10 Hz. Figure 7~b!(r /r o50.17) shows similar trends tor /r o
50 for times up to 300 seconds. The temperature measurement
beginning at 480 seconds, however, shows high fluctuations of
over 75 deg and frequency around 3 Hz. Peak temperature is
significantly higher than at the other three radial locations. Both
the high temperature and large fluctuations indicate thatr /r o
50.17 is close to the plume center, and the plume is asymmetric
as shown in the photograph above.

Figure 7~c!shows two different flow regimes~seen most clearly
at 480 seconds!. The first half of the 480-second sample sees the

higher frequency~;10 Hz! seen on the centerline. The second
half ~from 480.5–481.0 s!, however, is clearly in a more stable
region. Thus, this point is on the edge of the recirculation region
for the first half of that sample, seeing higher temperatures of the
plume core. The point is inside the recirculation for the second
half, seeing cooler and more stable gas. Finally, the data point at
r /r o50.66 sees little of the temperature rise and high fluctuations
found in the other three graphs. Only at 480 seconds is some
temperature rise seen, along with evidence of the long scale~; 3
Hz! fluctuating nature of the flow. As both mean temperature and
temperature fluctuations are low, it is concluded that this point is
inside a stable recirculation region, and not in the hot unstable
plume.

Summary and Conclusions
The present work presents a Rayleigh light scattering diagnostic

system and its application to measurement of transient tempera-
tures in RCVD reactor gas. The RLS system was found to be a
suitable tool for diagnosis of gas temperature and flow field sta-
bility, both issues of extreme importance to the RCVD process.
Uncertainty in RLS determination of transient temperature was
small ~62–4°C!. Transient temperature measurements were done
in the RCVD test section operating at conditions typical of those
found in the numerical literature. Temperature fluctuations in-
creased significantly during the heating cycle due to buoyancy
opposing momentum. The transient measurements show highly
irregular wandering and chaotic flow exists, with multiple tran-
sient effects. Both the preliminary flow visualization and the RLS
transient temperature measurements show the flow field, at these
operating conditions, consists of an irregular buoyancy-induced
plume and somewhat more stable recirculation zones, and is
highly three-dimensional.

Fig. 6 Temperature as a function of time at four radial loca-
tions. Each point indicates the mean of 500 data points taken
over one second. Error bars indicating uncertainty in tempera-
ture „95 percent confidence limits … are about the size of sym-
bols.

Fig. 7 Instantaneous gas temperature at four different times during the wafer heating: 0–1 s,
120–121 s, 300–301 s, and 480–481 s. „a… r Õr oÄ0.0; „b… r Õr oÄ0.17; „c… r Õr oÄ0.33; „d… r Õr oÄ0.66.
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Nomenclature

Dc 5 RCVD chamber diameter~m!
Di 5 diameter of gas inlet to RCVD chamber~m!
Dw 5 wafer diameter~m!

GrH 5 Grashof number based on chamber inlet to wafer
height,H

g 5 gravitational constant~m2/s!
H 5 height of RCVD chamber from wafer to inlet

I scat 5 intensity of scattered light~W!
I o 5 laser power density~W/m2!

nref 5 index of refraction at reference conditions
N 5 gas number density~1/m3!

No 5 Avogadro’s number~molecules/kg mol!
Nref 5 gas number density at reference conditions~1/m3!

R 5 gas constant~J/kg mol K!
r 5 radius~m!

r o 5 chamber radius~m!
P 5 pressure~Pa!

Rei 5 Reynolds number based chamber entrance diameter
T 5 instantaneous gas temperature from Eq.~2! ~K!

Tw 5 wafer temperature~K!
Ti 5 inlet gas temperature~K!

Tref 5 reference temperature~K!
Ui 5 inlet mean velocity~m/s!

Vgl 5 photomultiplier tube voltage due to glare
Vscat 5 photomultiplier tube voltage due Rayleigh scattered

light
Vscat,ref 5 photomultiplier tube voltage due Rayleigh scattered

light at reference conditions
; 5 volume ~m3!

Greek Symbols

b 5 thermal expansion coefficient~K21!
s 5 Rayleigh scattering cross section~Eqs.~2! and ~3!,

m2!;
l 5 wavelength of light~m!
n i 5 kinematic viscosity at inlet temperature~m2/s!
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Determination of the Effective
Thermal Conductivity Tensor of
Heterogeneous Media Using a Self-
Consistent Finite Element Method:
Application to the Pseudo-percolation
Thresholds of Mixtures Containing
Nonspherical Inclusions
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This paper concerns the determination of the effective thermal
conductivity of heterogeneous media with randomly dispersed in-
clusions. Inclusions of arbitrary shape can be considered since
the self-consistent problem is solved numerically with the finite
element method. Results for many different cases of heteroge-
neous media with axially symmetrical inclusions are presented.
Moreover, the influence of the inclusion’s shape on the pseudo-
percolation threshold is investigated.@S0022-1481~00!00801-X#

Keywords: Composites, Conduction, Finite Element, Heat Trans-
fer, Materials

1 Introduction
The composite industry faces the need for more global model-

ization methods in the field of conductive processes. Conse-
quently, simple modelization tools for calculating the ability of a
heterogeneous medium to transfer heat energy are required. Basi-
cally, a heterogeneous medium means the mixture of a host ma-
terial ~the matrix!with a smaller amount of another material~the
inclusions!. In this paper, we focus on two-phase heterogeneous
media in which identical inclusions~same shapes, dimensions,
and compositions! are randomly dispersed in the matrix. The case
of ordered distributions of inclusions has been studied in many
ways since Lord Rayleigh@1# in the 19th century. This work and
the bounds of Wiener@2# have been the basis for many studies.
Today, this class of problem is solved by the use of numerical
methods, such as the periodic homogenization method which pro-
vides accurate results. The case of random distributions involves
greater analytical difficulties. Indeed, due to the number of inclu-

sions, the use of deterministic concepts is inadequate because it is
clearly impossible to determine positions, orientations, and mutual
interactions of all the inclusions in the matrix. Moreover, even if
this were possible, it would be useless because it would be repre-
sentative of one particular case only~one realization!. Many meth-
ods have been developed to circumvent this problem. We may
quote methods based on the ensemble average technique~@3–5#!
or the volume average technique~@6–10#!. The last one is more
suitable for steady state conduction problems. Among the differ-
ent methods based on the volume average technique, Landauer’s
self-consistent scheme is a very powerful one. This scheme has
been widely presented and assessed~@10#! in the literature and a
wide community of researchers find attractive features in it~e.g.,
very good balance between complexity and accuracy!. Neverthe-
less, this scheme provides a complete analytical solution in the
case of spheroidal inclusions only. We propose an improved
method which allows the generalization of the self-consistent
scheme by the use of a numerical method. Numerical resolution of
the self-consistent problem was first chosen by Yang et al.@11# in
1994 for the computation of simple effective elastic properties of
fibrous materials. Hereby we use it to compute the effective ther-
mal conductivity tensor of two-phase heterogeneous medium con-
taining inclusions of any shape, and to investigate the different
pseudo-percolation thresholds.

This paper begins with the presentation of the dual general
equations obtained with the volume average technique for the ef-
fective thermal conductivity tensor of a two-phase heterogeneous
medium. To solve these equations requires the knowledge of av-
eraged quantities which are estimated by the use of Landauer’s
self-consistent scheme. After Landauer’s self-consistent scheme
explanation, we describe the numerical model used to solve the
problem exhibited in the first part. The self-consistent finite ele-
ment method and its numerical properties are presented. Then as a
validation, results obtained by the self-consistent finite element
method in the case of spherical inclusions are compared to known
results. At last, we present the numerical results that we obtained
in the case of axially symmetrical inclusions. The influence of
different parameters~such as the shape of the inclusions, their
orientations, or their elongation ratio! on the effective thermal
conductivity tensor of mixtures involving such inclusions is inves-
tigated.

2 Expressions of the Effective Thermal Conductivity

2.1 Description of the Problem. Consider a large two
phase system of total volumeVtotal composed of a matrix phase
whose thermal conductivity tensor isk(1) and volume isV(1), and
N identical inclusions, whose thermal conductivity tensor isk(2)

and total volume isV(2). The inclusions are assumed to be ran-
domly dispersed in the matrix, and the medium is assumed to be
statistically homogeneous~@12#!. The volume fraction of inclusion
is v (2)5V(2)/Vtotal. In what follows, both phases are assumed to
be homogeneous and isotropic and are denoted byr. Thus both
tensor quantitiesk(r ) r 51,2 reduce to scalars:k(r ) r 51,2. Let
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T(X) be the temperature field. It is continuous inside both phases
and at each matrix-inclusion interface. The intensity and heat flux
vector are defined as

H~r !52“T~r !~X! r 51,2 (1a)

q~r !5k~r !H~r ! r 51,2. (1b)

Under the assumption of perfect thermal contacts between ma-
trix and inclusions, continuity of both temperature and flux normal
component is assumed at the interfaces. It is well known~@10#!
that under the so-called homogeneous boundary conditions:

T~X!52H0
•X for XP S (2a)

or

qn~X!5q0
•n for XP S (2b)

where H0 and q0 are constant vectors. The components of the
effective thermal conductivities tensor in the three principal direc-
tions may be written as

ki* 5k~1!1~k~2!2k~1!!
H̄ i

~2!v ~2!

Hi
0 i 51,2,3 (3a)

1

ki*
5

1

k~1! 1S 1

k~2!2
1

k~1!D q̄i
~2!v ~2!

qi
0 i 51,2,3 (3b)

In Eq. ~3a! ~respectively,~3b!! the unknown quantity isH̄ i
(2)

~respectively,q̄i
(2)! which represents the average intensity~respec-

tively, heat flux!in the i th direction throughout phase~2!.

2.2 Averaging Methods. The choice of the averaging
method to computeH̄ i

(2) or q̄i
(2) to be used in Eq.~3a! or ~3b!

strongly depends on the problem: Basically randomness in posi-
tion requires a volume average, whereas randomness in orienta-
tion requires an angular one. Thus, if inclusions are spherical or
absolutely nonsymmetrical, all directions are equivalent, then a
volume average is used and the effective medium is isotropic with
the scalar thermal conductivityk* . If inclusions are axially sym-
metrical ~such as cylinder, capsules, . . . ! and are all oriented in
the same direction, then a volume average is used and the effec-
tive medium is anisotropic. Finally, if inclusions are axially sym-
metrical and are randomly oriented, then both volume and angular
averages are used~@13#!. The effective medium is isotropic, and
the effective thermal conductivities tensor reduces to the scalar
thermal conductivity.

3 The Self-Consistent Finite Element Method

3.1 The Landauer Self-Consistent Scheme.Let us work
with ‘‘flux type’’ homogeneous boundary conditions~Eq. ~3b!!.
This equation provides a formulation for the effective thermal
conductivities tensor of a heterogeneous medium with statistical
homogeneity. The computation of each componentki* is possible
if the average heat fluxq̄i

(2) in the i th direction inside the inclu-
sion medium is known. This simple form is a function of the
isotropic thermal conductivity of both materialsk(1) andk(2), vol-
ume fraction of the inclusion mediumv (2), and of the average
heat flux q̄i

(2) . Nevertheless, exact calculation of the latter re-
mains impossible because of the deterministic approach problems:
Positions, orientations, and mutual interactions have to be known
for each realization in order to solve Laplace’s equation and then
evaluate the average heat flux. However, the self-consistent
scheme allows the computation of an approximate value for the
averaged heat flux. Landauer’s physical assumption is that the
actual average heat flux in the whole inclusion medium~com-
posed by all the identical inclusions! can be estimated by the heat
flux computed inside a unique representative inclusion embedded
in an infinite and homogeneous effective medium of unknown
propertiesk* . This effective medium is supposed to be represen-

tative ~in terms of its influence on the fluxq(2) inside the repre-
sentative inclusion! of the surrounding of the inclusion inside the
actual medium. This means that we must take into account the
coupled influences of the other inclusions in the actual medium. In
Landauer’s self-consistent scheme, at infinite distance from the
representative particle, a homogeneous boundary condition is pre-
scribed. Thus the field inside the representative inclusion of the
self-consistent problem is defined by the boundary value problem
for an infinite homogeneous medium that contains one inclusion.
Consequently, the intensity field inside the inclusion turns out to
be uniform in the direction of the applied flux~@10#!. If the same
calculation is applied to each inclusion of the actual medium, the
same uniform result is obtained, thus trivially giving the desired
estimated average. This problem is known as the self-consistent
problem. Practically,qi

(2) is obviously a function of the surround-

ing medium propertyki* . The use of the expressionqi
(2)5 f (ki* )

inside Eq.~3b! leads to an expression ofki* in terms of itself,
which is the self-consistent equation. In the case of spherical in-
clusions, the self-consistent equation is a second-order equation.
Entire analytical resolution of this problem exists for spheroidal
inclusions only. For other kind of shapes, estimation ofq̄i

(2) by

qi
(2) inside the representative inclusion can be directly achieved by

the use of a numerical method, then skipping the analytical evalu-
ation of the ‘‘physical’’ root of the self-consistent equation.

3.1.1 Pseudo-percolation Threshold.According to Landau-
er’s theory, in the well-known case of spherical inclusions, a spe-
cific value of the volume fraction of inclusionv (2) causes the
behavior of the mixture to completely change. As an example, a
mixture constituted with an insulating matrix and spherical con-
ductive inclusions is an insulator for a volume fraction of inclu-
sion up to 33 percent, and changes to a conductor for bigger
volume fraction. We call this threshold value the pseudo-
percolation threshold. Some authors call it ‘‘the poor man’s per-
colation’’ ~@14#!. Actually some numerical evidence using the per-
colation theory~@15#! shows that the ‘‘real’’ threshold is about 27
percent in the case of spherical inclusions. The percolation theory
involves the use of advanced mathematical concepts such as frac-
tals or renormalization methods. This method is very powerful for
the exact determination of the percolation threshold, but it is valid
in the close neighborhood of the threshold only. Inversely, the
self-consistent finite element method will provide an estimation of
the percolation threshold for nonspherical inclusions~the pseudo-
percolation threshold! and values of the effective thermal conduc-
tivities tensor for the whole set of volume fraction of inclusions.

3.2 The Finite Element Model. In our work, a finite ele-
ment method is used to compute the heat fluxq(2) inside the
representative inclusion of the self-consistent problem. This ex-
tension of Landauer’s self-consistent scheme allows the treatment
of inclusions with nonsimple shapes. By this way, the computa-
tion of effective thermal conductivity of composites containing
inclusions with complex shapes such as ‘‘cardioids’’ or dodeca-
hedrons becomes possible. Coupling the self-consistent method
with the finite element method gives birth to the self-consistent
finite element method. In order to computeq(2), a finite element
discretization of the representative cell~which contains the repre-
sentative inclusion! is done.

4 Numerical Model

4.1 Solution Algorithm. The determination ofki* using Eq.
~3b! is a nonlinear problem~ki* has to be known to computeqi

(2)!,
therefore an iterative process can be used to solve it. This process
is initialized with an arbitrary value. Using the first value ofki* ,
the component of the heat flux along thei th direction (qi

(2)) is
computed and provides a new value forki* and so on. The itera-
tive process is stopped when the required precision~i.e., the dif-
ference between two successive values ofki* ! is reached.

172 Õ Vol. 122, FEBRUARY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4.1.1 Restrictions of Both Formulations.It can be shown
that the use of the iterative process implies restrictions for the
application of the method. The ‘‘temperature approach’’~Eqs.
~2a! and~3a!! is applicable for the whole set of volume fractions
of inclusion, in the cases whereb>1 only ~i.e., k(2).k(1)!. If b
<1, the method provides a nonphysical root of the problem~e.g.,
negative root in the case of spherical inclusions!. Inversely, the
flux approach~Eqs.~2b! and~3b!! is applicable for the whole set
of volume fractions of inclusion in the cases whereb<1 only
~i.e., k(2),k(1)!. If b>1, the method provides a nonphysical root
of the problem~e.g., the negative root in the case of spherical
inclusions!. We have determined that these restrictions exist for
any shape of inclusion. It would be interesting to investigate
whether the use of other resolution methods for the nonlinear
problem would cause the same type of restrictions.

4.2 Influence of the Boundary Locations. In Landauer’s
self-consistent scheme the surrounding medium of the self-
consistent topology is assumed to be infinite and the heat flux,
under homogeneous boundary conditions, inside the whole repre-
sentative inclusion is assumed to be uniform in the direction of the
applied flux. In the numerical model the same constraint must be
assigned. In the finite element model, the surrounding medium
cannot be infinite, then the relative size of inclusion to the sur-
rounding medium has to be such that, under homogeneous bound-
ary conditions, the heat flux inside the inclusion medium turns out
to be uniform. Numerically, all the elements comprising the rep-
resentative inclusion must provide the same flux in the direction
of the applied flux. A simple criterion for obtaining an acceptable
grid is to minimize the variance of the flux over the ensemble of
all elements constitutive of the inclusion. When the variance is
minimized, the representative grid is accepted.

4.3 Sensitiveness of the Self-Consistent Finite Element
Method to the Grid Density. When the relative size is chosen,
the sensibility of the method to the grid refinement has to be
investigated. We have focused on the relative errors between the
analytical solution of the self-consistent problem with spherical
inclusions~@10#!, and the self-consistent finite element method for
more and more refined grids. We have determined that the reduc-
tion of the error is achieved by increasing the density of the grid.
We finally chose a grid built with 432 elements. The selected grid
allows an error of two percent compared with the analytical solu-
tion for a mixture containing five percent of spherical inclusions,
and a thermal contrast equal to 105. This choice optimizes the
balance between computational time and precision. In the case of

spherical inclusions, the self-consistent finite element method pro-
vides an accurate solution for a small number of elements. In the
following parts dealing with spherical inclusions, we will always
refer to the mean dense grid~432 tetrahedral elements!.

4.4 Numerical Properties. The self-consistent finite ele-
ment method computation process is convergent. The final value
computed by the iterative process is obviously independent of the
initial value. Nevertheless, the processing time depends on it:
When the initial solution is chosen as one of the bounds of
Wiener, the iterative process is longer than in the case of a more
refined mixture law~e.g., Maxwell!. We have determined the
number of iterations needed to compute the effective thermal con-
ductivity as a function of the volume fraction of inclusion for
different thermal contrasts. For a fixed precision, the behavior of
the number of iterations is strongly related to the thermal contrast
and to the neighborhood of the pseudo-percolation threshold. For
strong contrast, near the pseudo-percolation threshold, this num-
ber becomes very big~about 1000 iterations in extreme cases!. In
such a case, the processing time is about 5 hours and 30 minutes
on a typical workstation~CPU frequency is 250 MHz and RAM is
64 MB!. It can be shown that this behavior derives directly from
the use of the iterative process.

5 Quality of the Computed Solution
As a first validation, the results obtained with the self-consistent

finite element method have been compared to the analytical solu-
tion described by Landauer in the case of spherical inclusions. We
have shown that the level of the error between computations and
analytical solution is increasing with the contrast and with the
proximity of the pseudo-percolation threshold.

For the general case, few comparative studies of the different
methods used for the computation of effective properties do exist.
Among them, a study achieved in the domain of electrical con-
duction of mixtures by Banhegyi@16# is of prime interest. In this
study, we find the description of many EMT and the comparison
of the predicted values with experimental data. Obviously, Land-
auer’s self-consistent scheme is investigated and, according to the
author, this method provides very good results in a wide variety of
cases, including systems containing spherical, rods, or lamellae.
The range of the average error between analytical solutions of
Landauer’s self-consistent scheme and experimental data is very
weak ~maximum value is comprised between 0.36 percent and
2.43 percent!. Thus we can say that this method is an effective
method to compute effective thermal conductivity of mixtures.

Fig. 1 Influence of the group orientation of a mixture of cylinders on the
effective normalized thermal conductivity in the three principal directions
„bÄ105, v „2…Ä15 percent, gÄ2…
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The remaining errors between Landauer’s self-consistent scheme
results and the experimental data can be assigned to different
facts: inclusions may not be exactly of the prescribed shape, mix-
tures may be not perfect~other inclusions such as air may be
present in the mixture!, and self-consistent finite element method
is not adequate near the pseudo-percolation threshold.

6 Numerical Results for Heterogeneous Media With
Axially Symetrical Inclusions

6.1 Case of Cylindrical Inclusions Orientated in the Direc-
tion of the Heat Flux. To the best of our knowledge, no exact
analytical solution exists for the case of cylindrical inclusions
with finite dimensions~the case of long cylindrical fiber can be
approximated with the use of ellipsoidal coordinates system
~@17#!!. In what follows, the effective thermal conductivity is no
longer isotropic. In this section, we investigate the behavior of the
effective thermal conductivity along thex3-axis ~vertical axis!for
mixtures containing cylinders aligned along this axis, which is
also the direction of the applied flux. The cylinders that we stud-
ied present an elongation ratio equal to 2. The elongation ratiog is
defined as the ratio of its total height to its diameter. We have
computed the effective thermal conductivities in the direction of
the applied flux (x3) for mixtures containing cylindrical inclu-
sions. We have noticed a deviation of the pseudo-percolation
threshold compared to the case of spherical inclusions. This de-
viation exists for every contrast. In the case of cylindrical inclu-
sions aligned with the heat flux and randomly dispersed in the
matrix, the pseudo-percolation threshold is about 15 percent. The
deviation of the pseudo-percolation threshold in the case of cylin-
drical inclusions compared to the one obtained with spherical in-
clusions can be understood with the help of the percolation theory.
This one is concerned with the determination of parameters which
govern the creation of a conductive path through an insulating
matrix. It is easy to understand that such a path is easier to obtain
with conductive cylindrical inclusions aligned with the heat flux,
than with spheres.

6.2 Case of Cylindrical Inclusions With a Group Orienta-
tion. In order to show the influence of group orientations of
axially symmetrical inclusions, simulations have been completed
for the whole set of anglea, which denotes an inclination in the
(Ox1 ,Ox3) plane, wherex3 denotes vertical axis,x1 denotes hori-
zontal axis, andx2 denotes transverse axis. In Fig. 1 we show the
evolution of the effective normalized thermal conductivity~de-
fined as the ratio of the effective conductivity to the conductivity

of the matrix for a fixed direction:ki* /k1! in the three principal
directions for such a medium. We investigated the cases of mix-
tures withb5105, v (2)515 percent, andg52.

The effective normalized thermal conductivity increases along
the x1-axis and decreases along thex3-axis for inclinations be-
tween 0 deg and 45 deg. These results have a physical meaning:
The thermal conductivity of a mixture is maximized when both
materials are arranged in slabs parallel to the heat flux~@2#!. In our
case, the biggest effective thermal conductivity along thex3-axis
corresponds to the case of vertical cylinders~parallel to the pre-
scribed heat flux!. The same reasoning can be made with the
effective thermal conductivity along thex1-axis: The effective
thermal conductivity increases in thex1-direction as the inclina-
tion of cylindersa increases. As expected, the effective thermal
conductivity along thex2-axis is independent of the inclination in
the (Ox1 ,Ox3) plane.

6.3 Influence of the Elongation Ratio. In order to charac-
terize axially symmetrical inclusions, we investigate the influence
of the elongation ratio~sometimes named shape factor!. We in-
vestigate two types of inclusions: cylinders and capsules. Capsule
type inclusion is obtained when adding a half-sphere~of the same
radius as the cylinder! at each base of the cylinder. We compare
cylinders and capsules with the same total height and radius. Fig-
ure 2 presents the normalized effective thermal conductivity
~along thex3-axis! k3* /k1 obtained by the self-consistent finite
element method for cylinders and capsules aligned in the direction
of the applied flux, for different elongation ratio. The computa-
tions have been achieved for mixtures withb5105.

The slopes of the curves exhibit an acceptable behavior: The
elongation of both cylinders and capsules is increasing when the
height is increasing~i.e., h/d is increasing,d is constant!. In that
case, the effective conductivity is increasing too. For the same
elongation ratio, the ‘‘capsule’’ type inclusions do not imply a
higher conductivity for the mixture. This can be understood using
the ‘‘percolation reasoning.’’ Consider a distribution of aligned
cylinders, the possible contacts between such inclusions are lines
~contacts between the lengths! and intersections of circles~con-
tacts between extremities!. For a distribution of aligned capsules
~with the same value ofg!, the contacts are lines—smaller than in
the case of cylinders—~contacts between the lengths! and points
~contacts between two spherical extremities!. Thus the total pos-
sible contacts between aligned particles are smaller in the case of
the capsule than in the case of the cylinder and, consequently, a
conductive path is easier to appear in the case of the cylinder than
in the case of the capsule.

Fig. 2 Influence of the elongation ratio on the effective normalized ther-
mal conductivity of mixtures of cylinders or capsules aligned with the
applied flux „bÄ105, v „2…Ä15 percent…
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6.4 Pseudo-percolation Threshold for Nonspherical Inclu-
sions. The use of Landauer’s self-consistent scheme exhibits the
existence of a pseudo-percolation threshold in the case of spheri-
cal inclusions. The use of the self-consistent finite element method
allows the computation of this threshold for any kind of inclusion.
We define here two types of inclusions: Oblate~respectively pro-
late! spheroids are obtained when stretching a sphere along the
direction of the flux~respectively, in both transverse directions:x1
and x2-axis!. We have computed the different effective thermal
conductivities and the pseudo-percolation threshold for different
types of spheroidal inclusions~defined by the value ofg! oriented
along the direction of the applied flux. We investigated the cases
of mixtures with b5k(2)/k(1)5105. A very good agreement is
found with the analytical solutions~@18#!: for example, the com-
puted pseudo-percolation threshold for oblate spheroids with
shape factor equal to 2 is 17 percent. In the same way, the com-
puted pseudo-percolation threshold for prolate spheroids with
shape factor equal to 0.5 is 52 percent. Both values are equal to
the analytical solutions. We have also investigated the influence of
the group orientation of cylindrical inclusions on the pseudo-
percolation threshold. The influence of this parameter is not very
important: as the anglea changes from 0 deg to 40 deg the change
of the percolation threshold is smaller than three percent. The
increase of the group orientation anglea of the randomly dis-
persed cylinders causes the effective thermal conductivity to ex-
hibit a pseudo-percolation threshold nearer to the one for spherical
inclusions. However, the influence of this parameter seems not to
be preponderant with this type of inclusion.

6.5 Material With Randomly Oriented Inclusions. In the
case of axially symmetrical inclusions~cylinder, capsule, spher-
oid! randomly dispersed and randomly oriented, it is shown~@13#!
that the randomness in orientation imposes the use of an orienta-
tion average in addition to the volume average. This can be ana-
lytically stated in the case of spherical or ellipsoidal inclusions.
However, this average is generally out of reach for other shapes:
From a numerical point of view, this computation may involve
some problems. One simple solution is to use a distribution func-
tion for the orientation of the particle~@17#!. Let r(u,w) be the
normalized function of both angles on the spherical coordinate
system. The function is defined as the number of~symmetrical!
inclusions that intersect a fictitious unit sphere for a given set of
angles (u0 ,w0). In other words this function defines the probabil-
ity for one given particle to be oriented along the direction defined
by (u0 ,w0). If r5r0 , where r0 is a normalization factor, the
angular distribution is uniform. All orientations have the same
probability. In that case, the weighting is equivalent to a simple
arithmetical average. Thus we may use the values obtained in
Section 6.2 to compute the normalized effective thermal conduc-
tivities of a medium with randomly dispersed and randomly ori-
entated~in the (Ox3 ,Ox1) plane!cylindrical inclusions. The dif-
ferent averages of the values obtained for inclinations from 0 deg
to 90 deg in the plane (Ox3 ,Ox1) provide: k3* /k(1)5k1* /k(1)

52.54 andk2* /k(1)51.63. Although these values cannot be di-
rectly compared to an analytical solution, we can find a quantita-
tive justification for these results. In the case of absolutely ran-
domly dispersed and oriented spheroidal inclusions~with
elongation equal to 2!the analytical normalized effective thermal
conductivity is equal to 2.13. As we have noticed before, mixtures
containing capsules or oblate spheroids are less conductive than
mixtures containing cylinders, thus this result finds justification to
a certain extent.

7 Conclusion
The self-consistent finite element method has been presented in

a general way in order to allow the determination of effective
conductive properties of heterogeneous media. This method is
original because it mixes an old physical idea~equivalence of the
solution of the self-consistent problem with the solution of the
actual problem!and a modern numerical method~the finite ele-
ment method!. The latter brings its power to solve problems that
were unsolvable up to now. The self-consistent finite element
method is very simple to use since a finite element code is owned
and the computational time on a standard workstation is insignifi-
cant. The use of the self-consistent finite element method in the
thermal domain allows one to quickly compute the effective iso-
tropic or anisotropic thermal conductivities tensor of heteroge-
neous media with inclusions of any shape. Another important fea-
ture is the ability to exhibit the pseudo-percolation threshold for
any kind of two-phase mixture and to predict its behavior as a
function of different parameters.
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Natural convection in a cubic inclined enclosure with three iso-
lated plates was investigated experimentally. The influences of the
plates’ spacing, the inclination angles of the enclosure, and the
Rayleigh number on the heat transfer of the plate group were
obtained. It was found that under a fixed Rayleigh number, there
is a plate spacing at which the heat transfer rate of the three
plates is approximately the same for the horizontal plate group.
Under the range of Rayleigh numbers considered, the heat trans-
fer rate of the plate group is less than that of the natural convec-
tion of the plate group in infinite space. The heat transfer rate of
the plates increases with the plate inclined angle tilting from
u590 deg tou50 deg, with the most steep increase occurring in
the range ofu590 deg to 45 deg. A global correlation of the heat
transfer results for all the inclination between 0 deg and 60 deg
can be obtained as Nul,m50.5360~Ralcosu!0.25 with a spread
of 68.9 percent.@S0022-1481~00!00501-6#

Keywords: Enclosure Flows, Experimental, Heat Transfer, Natu-
ral Convection, Steady

Introduction
Natural convection in an enclosure with isolated bodies is en-

countered in a number of practical applications. It has motivated a
large body of experimental and analytical studies of this topic
~@1–4#!. However, while many studies have been performed on
the heat transfer characteristics of the enclosure itself or one or
two inner isolated bodies, a literature survey indicates that there
has been relatively little work on the heat transfer of enclosure
with multiple isolated plates and the effects of inclination of the
enclosure, which can be used to simulate the arrangement of com-
ponents for electronic devices.

Natural convective heat transfer between two parallel isother-

mal plates and their cubic isothermal enclosure has been studied
by Symons et al.@4#. The two heated plates were allowed to be
installed in any position or orientation inside the cubic enclosure.
They found that both the presence of the enclosure and the eleva-
tion of the heated plates inside the enclosure had little effect on
the overall convective heat transfer rates of the heated plates.
Yang and Tao@5# found that the difference between the average
Nusselt numbers of a vertical plate in a confined space and in the
infinite space becomes large with increasing Rayleigh number.
Sparrow and Charmchi@1# experimentally studied the natural con-
vection in the enclosed space between two vertical cylinders with
Rayleigh number ranged between 1.53103 and 1.53105. They
found that the average Nusselt number was nearly independent of
both the elevation and eccentricity of the inner cylinder.

The present work is aimed at studying the heat transfer charac-
teristics of the multiple plates in enclosure inclined from the ver-
tical (u50 deg) to the horizontal (u590 deg) positions~see Fig.
1!. The boundaries of the plate group~heated surfaces!and their
enclosure~cooled surfaces!were isothermal under two different
temperatures. Rayleigh number based on the plate length~l!
ranged from 1.863104 to 2.313107. The effects of the enclosure
inclination, the plate spacing, and Rayleigh numbers on the plate
group overall convective heat transfer and their individual charac-
teristics were parametrically studied.

Experimental Apparatus and Procedures
The experimental arrangement, shown schematically in Fig. 1,

consisted of a test enclosure, pressure box, heated plates, thermo-
stat ~water bath!, and data acquisition system. The dimensions of
the cube enclosure were 3003 3003 300 mm. The six inner
walls of the enclosure, made up of aluminum, were cooled and
kept isothermal~at a constant value about 30°C! to within 0.2 K
by a water bath during the entire experimental period. The three
heated plates were also made up of aluminum, with dimensions of
1003 1003 6 mm ~Fig. 1!. Aluminum was chosen for its high
thermal conductivity. The plates were fixed in the enclosure by
thin copper wires of 0.5-mm o.d. The distances between the plate
group and the enclosure are adjustable along the vertical direction
whenu590 deg. In the present study, the dimensionless spacing
s/ l varied from 0.2 to 0.9. The three plates were heated by sup-
plying electrical currents to the resistance wires, which were sand-
wiched and electrically isolated in each heated plate. The power
supply for each plate could be adjusted individually. All tempera-
ture data were taken by means of copper-constantan thermo-
couples ~calibrated 60.2 K! and logged through a computer-
driven multichannel data acquisition unit. There were six
thermocouples imbedded in the six inner walls of the enclosure
and four thermocouples in the walls of each plate. All the thermo-
couples were electrically isolated. The measurement uncertainty
due to the thermocouples is60.2 K. In order to minimize the
effect of radiation heat transfer between the surfaces of enclosure
and the heated plates, all inner surfaces of the enclosure and the
heated plates were covered with thin aluminum foil, of which the
emissivity is about 0.073. The temperatures of the heated plates
were monitored on a PC, and the power input to each plate was
adjusted and monitored to maintain each plate at the same desired
constant temperature, that is, the temperatures of the three plates
were approximately equal during the experimental procedure. The
test plates and their enclosure were fixed in a larger pressure box,
which was placed on a support stem and the inclination can be set
with the stem. The test plates and their enclosure were inclined
together with the pressure box~Fig. 1!.

The power input to the aluminum heated plates was dissipated
by radiation and convection. Since the thermal resistance of the
plate material was very low, the plates were expected to be virtu-
ally isothermal. The three plates’ resistance was connected in par-
allel to obtain three independent power supplies. The degree of
uniformity of the surface temperature were checked by comparing
the independent readings obtained in different spots of the plates.

1Corresponding author.
Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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For all the experimental runs, the temperature readings were uni-
form within 62 percent of the mean plates-to-walls temperature
difference.

It was reported that the Rayleigh number is proportional to the
square of pressure, i.e.,p2, when the pressure of the air is below
10 atm ~@4,5#!. Therefore, the range of Rayleigh number can be
enlarged greatly by installing the experimental rig in a pressured
box. During the experimental procedure, the enclosure and the
pressure box had the same desired pressure. In the present study,
the absolute pressure of the enclosure varied from 1580 Pa to 261
kPa.

After the warming-up period, power was supplied to the heating
circuits, and the attainment of the steady-state condition was veri-
fied by monitoring selected plate thermocouples. In all cases,
2–2.5 h were sufficient for reaching the steady state. The wall and
fluid temperatures and the heat power input were read and re-
corded after the temperatures of both heated plates and the enclo-
sure inner walls were confirmed to be constant.

Data Reduction
The objective of the data reduction was to calculate the Nusselt

and Rayleigh numbers, both individual and overall for the heated
plates. The electric power dissipated in the heated plates was mea-
sured to determine the total heat transfer rate of the plates, which
represented both radiative and convective heat losses. The net
convective heat transfer rateQconv exchanged with the air in the
enclosure is based on the following equations:

Qconv5Qtot2Qrad (1a)

Qconv~ i !5Qtot~ i !2Qrad~ i ! ~ i 51,2,3! (1b)

Qconv5(
i 51

3

Qconv~ i !, Qtot5(
i 51

3

Qtot~ i !, Qrad5(
i 51

3

Qrad~ i !

(1c)

whereQtot andQrad are the total heat loss and the radiative heat
transfer rate, respectively, andi 51,2,3 represents each of the
three heated plates~Fig. 1!. Qtot was measured experimentally,

while Qrad was obtained by network method~@6#!. In the present
study, the radiative heat transfer rate varied from 6 percent to 45
percent of the total heat transfer rate.

The individual convective heat transfer coefficients for the three
heated plates and their overall-average value were defined as

h15Qconv~ i !/Ai~Thi2Tc! ~ i 51,2,3!
(2)

hm5QconvY (
i 51

3

Ai~Th2Tc!

whereAi( i 51 – 3) are the surface areas of the three heated plates,
and Th and Tc are the average temperatures of the three heated
plates and six inner walls of the enclosure, respectively.

The Nusselt numbers of the plates and their overalls based on
the plate lengthl and the spacings between plates~Fig. 1! were
calculated by

Nus,i5his/k ~ i 51,2,3! Nus,m5hms/k (3a)

Nul ,i5hi l /k ~ i 51,2,3! Nul ,m5hml /k. (3b)

The Rayleigh numbers based on plate lengthl or spacings,
respectively, were defined as follows using the ideal gas equation
of the state for air:

Ral5Cp2gb~Th2Tc!cpl 3/mk
(4)

Ras5Cp2gb~Th2Tc!cps3/mk

whereC51/(RTm)2.
The thermophysical properties in the Nusselt and Rayleigh

numbers were evaluated at the reference temperature defined by

Tm5S (
i 51

3

ThiAi1(
j 51

6

Tc jAj D Y S (
i 51

3

Ai1(
j 51

6

Aj D (5)

whereAj ( j 51;6) are surface areas of the six inner walls of the
enclosure.

The uncertainties of the main quantities obtained from the ex-
perimental investigation were estimated~at the 95 percent confi-
dence level!according to the procedure outlined by Moffat@7#.
Uncertainties in Rayleigh and Nusselt numbers turned out to be
6.3 percent and 3.2 percent, respectively, at high Rayleigh num-
bers. At low Rayleigh numbers with relatively small temperature
difference, the uncertainties could be up to 9.2 percent and 7.4
percent for Rayleigh and Nusselt numbers, respectively.

Results and Discussion

Results of Vertical Plate Group Results„uÄ0 deg…. Nusselt
number results for the vertical plate group (u50 deg) are plotted

Fig. 1 Schematic diagram of the experimental apparatus and
the enclosure

Fig. 2 Nusselt number against Rayleigh number of the vertical
plate group
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in Fig. 2 ~s/ l 50.45,h/ l 51.5, that is, plate 2 is at the center of the
enclosure, Fig. 1!. In order to compare with the data in the refer-
ences, the overall Nusselt number based ons, Nus,m , are shown
as function of Rass/ l ~Fig. 2~a!! or Ras ~Fig. 2~b!!. As shown in
Fig. 2~a!, the overall heat transfer of the plate group bounded in
an enclosure were about 40 percent less than the plates in the
infinite space~@8#!. The present results for vertical plate group are
also compared with those performed by Mayinger et al.@9# and
Symons et al.@4#, which are shown in Fig. 2~b!. It is not surpris-
ing that there are discrepancies between the present results and the
results of Mayinger and Symons, since the enclosure dimensions
are different in the three cases. It was reported by Warrington
et al.@3# that the enclosure dimensions have a significant effect on
the temperature profile and the heat transfer results.

Results of Horizontal Plate Group Results„uÄ90 deg…. At-
tention is now turned to the horizontal plate group. By fixing the
location of plate 2 at the center of the enclosure, the effects of the
dimensionless spacings/ l on the Nusselt numbers based on the
characteristic lengthl, were determined and shown in Fig. 3. From
Fig. 3~a!, it can be seen that there is a range of spacing over which
the Nusselt numbers for the three plates are approximately equal.
If the heat transfer at plate 2 is assumed to be the representative
~i.e., it could be used to represent the heat transfer data of each
plate for multiple-plates conditions!, there may exist an optimal
plate spacingsopt , for maximizing the heat transfer rate for the
plate group in the enclosure. This is because although heat trans-
fer at each plate decreases with a decrease ofs, the number of
plates that may be placed in the prescribed volume~the enclosure!
increases. Hencesopt maximizes the heat transfer by yielding a
maximum product of the heat transfer coefficienth and the plates
total surface areaA. The correspondinghA at different plate spac-
ing s/ l was calculated according to the test data and shown in Fig.
3~b!. It can be seen that the total heat transfer rate reaches a
maximum whens/ l is at about 0.4. This finding is significant for
determining a proper spacing of electronic components or ports in
order to extend their service life when they have to be placed
horizontally.

Effect of Inclination. Attention is now directed at the results
for the effect of inclination. The Nusselt number results based on
the length of the heated platel were plotted in Fig. 4. Experiments
were performed at seven different angles of inclinationu with
respect to the vertical~u50 deg, 30 deg, 45 deg, 60 deg, 75 deg,
and 90 deg!. From Fig. 4~a!, where Ral53.843106 and s/ l
50.45,h/ l 51.5, it was found that all the individual and overall
Nusselt numbers of the plate~s! increased with the decrease inu
from 90 deg to 0 deg~i.e., the plate group shifts from a horizontal
to a vertical position!. Furthermore, the steepest increase occurs in
the range ofu590 deg– 45 deg. If the plate is tilted away from the

vertical position, the component of the buoyancy, which is paral-
lel to the plate, is reduced fromg to g cosu. Since cosu varies
from 1 to 0.707 betweenu50 and 45 deg and from 0.707 to 0
betweenu545 and 90 deg, the impact of the buoyancy on the
fluid varies more rapidly betweenu545 and 90 deg than that
betweenu50 and 45 deg.

At three different inclinations of 0, 45, and 90 deg, the overall
Nusselt number versus Ral is plotted in Fig. 4~b!. As expected, it
was found that the heat transfer coefficient foru545 deg was
closer to that foru50 deg than to that foru590 deg.

Heat Transfer Correlation. As shown in Fig. 4~b!, the de-
pendence of the overall Nusselt number for the heat plate group as
a function of Ral may be expressed as

Nul ,m5mRal
n . (6)

For the three inclinations~u50 deg, 45 deg, and 90 deg!, the
constantsm andn and the ranges of Ral are listed in Table 1 with
the maximum deviations. As found from Table 1, the correlation
equation exponent is close to the commonly accepted value of
0.25 for laminar natural convection. A second set of equations
was then obtained using the exponent of 0.25. The corresponding
results are also tabulated in Table 1.

It is known that for the inclined plate in the infinite space, the
convection coefficients could be determined from the vertical
plate correlation by replacingg with g cosu in computing the
plate Rayleigh number for 0 deg<u<60 deg~@6#!. Based on this,
the present heat transfer results fors/ l 50.45 and 0 deg<u
<60 deg for all Rayleigh numbers could be correlated by the fol-
lowing equation with a maximum deviation of 8.9 percent:

Nul ,m50.5360~Ral cosu!0.25. (7)

Fig. 3 Effect of s Õ l on the horizontal plates’ heat transfer

Fig. 4 Effect of inclination angle on the plates’ heat transfer

Table 1 Constants m,n for Eq. „6… and the maximum devia-
tions

u
~deg! m n

Maximum deviation
~percent! Range of Ra1

0 0.5431 0.2491 2.4 5.573105– 1.733107

0.5360 0.25 2.59
45 0.5461 0.2465 3.28 4.863105– 1.83107

0.5187 0.25 4.27
90 0.3625 0.2654 4.44 1.863105– 2.313107

0.4541 0.25 7.29
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Conclusion
In general, within the range of Rayleigh numbers considered,

heat transfer rate of the plates in an enclosure is less than that for
plates in infinite space. The heat transfer for the vertical plate
group bounded in the present enclosure was about 40 percent less
than that for the same vertical plates in an infinite space. For the
horizontal plate group, there is an optimal plate spacingsopt at
which the multiple plates have identical Nusselt number and the
total heat transfer rate of the plate group reaches a maximum. The
heat transfer rate of the plate group increases with a decrease of
inclination from u590 deg ~horizontal! to u50 deg ~vertical!,
and with the steepest increase occurring in the range ofu
590 deg– 45 deg. A global correlation of the heat transfer results
for all the inclination between 0 deg<u<60 deg can be expressed
as Nul ,m50.5360(Ralcosu)0.25 with a spread of68.9 percent.

Acknowledgment
Support from the National Natural Science Foundation of China

is gratefully acknowledged.

Nomenclature

A 5 surface area, m2

cp 5 specific heat, J/Kg K
C 5 constant in Eq.~4!
g 5 acceleration of gravity, 9.81 m/s2

h 5 distance between the central of plate 2 and the enclo-
sure bottom surface, m~Fig. 1! convective heat trans-
fer coefficient, W/m2 K

k 5 thermal conductivity, W/m K
l 5 plate length, m

L 5 length/height/width of enclosure, m
m,n 5 constants in Eq.~6!
Nu 5 Nusselt number

p 5 pressure, Pa
Q 5 heat transfer rate, W
R 5 gas constant of air, J/Kg K

Ra 5 Rayleigh number
s 5 spacing between every two heated plates~Fig. 1!
T 5 temperature, K

x,y,z 5 coordinate, m

Greek

b 5 coefficient of thermal expansions, 1K
« 5 surface emissivity
m 5 dynamic viscosity, Kg/m s
u 5 angle of inclination of the plate group with the vertical
r 5 density, kg/m3

Subscripts

1,2,3 5 plate 1,2,3~Fig. 1!
c 5 cold surface

conv 5 convective
rad 5 radiative
tot 5 total
m 5 overall

opt 5 optimal
h 5 heated surface
l 5 based on plate lengthl
s 5 based on plate spacings
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Convective characteristics are analyzed numerically in a rotating
multipass square duct connecting with 180-deg sharp returns.
Isoflux is applied to each duct wall and periodic conditions are
used between the entrance and exit of a typical two-pass module.
Emphasis is placed on the phenomenon of buoyancy-driven re-
versed flow in the serpentine duct. Predictions reveal that the
radial distance from the rotational axis to the location of flow
separation in the radial-outward duct decreases with increasing
the Richardson number. In addition, the local buoyancy that is
required to yield the radial flow reversal increases with increas-
ing the rotation number. This buoyancy-driven reversed flow in
the radial-outward duct always results in local hot spots in the
cooling channels. The critical buoyancy for the initiation of flow
reversal is therefore concluded for the design purpose.
@S0022-1481~00!01101-4#

Keywords: Channel Flow, Heat Transfer, Mixed Convection, Pe-
riodic, Rotating

Introduction
Convective heat transfer mechanisms in radially rotating ser-

pentine passages are very complicated due to the Coriolis effect as
well as the rotation-induced buoyancy effect. The former always
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augments the overall heat transfer from the duct wall to the cool-
ant~@1#!, while the heat transfer benefits of the latter effect depend
on the directions of coolant flow~@2,3#!. Moreover, the centrifugal
buoyancy can cause the radial flows to reverse themselves near
the leading wall of the radial-outward flow duct~@3,4,5#!. A re-
gion of zero to low velocity~stagnant!is subsequently created
near the leading wall that degrades the heat transfer considerably.
From the standpoint of the thermal design of rotating systems, it is
very important to know the relation between the rotational buoy-
ancy and the flow reversal phenomena. Therefore, this note ex-
tends the previous work~@3#! to numerically investigate the buoy-
ancy effect on the reversed-flow phenomenon by varying the
rotating speed and wall heat flux in the serpentine ducts. Then, the
critical buoyancy that yields the flow reversal in the serpentine
duct, which has not been studied previously, is concluded in the
present note. Although the present prediction of laminar convec-
tion in a rotating channel is not much of an appeal to the engi-
neering community, characterizing flow separation is still aca-
demically interesting.

Analysis
The two-pass test module is shown schematically in Fig. 1. It

rotates at a constant angular speedV about the axis in parallel
with the z-direction. The duct of square cross section is 20 De in
radial length, and the distance from the axis of rotation to the test
module is fixed atx0510 De. The radially inward flow duct and
the radially outward flow duct are referred as ‘‘RID’’ and
‘‘ROD,’’ respectively. For closure of the present elliptic problem,
periodical conditions are used between the inlet and the outlet of a
two-pass channel and then formulate a generalization of this con-
cept to accommodate a periodic fully developed regime in a
multiple-pass serpentine duct. The periodically fully developed
analysis in a rotating two-pass channel was discussed elsewhere
~@3#!, and all details are not elaborated on again. Basically, both
pressure and temperature can be decomposed in thez-direction,
i.e.,

p~x,y,z!52bz1 p̂~x,y,z! (1)

T~x,y,z!5gz1T̂~x,y,z1Lz! (2)

wherep̂ andT̂ are cyclic, whileb andg are constant, representing
the overall pressure and temperature gradients alongz-directions,
respectively. Although as of now no experimental data are avail-
able that can prove the assumption of the constant pressure drop
across the present test module, the pressure drops across a two-
pass module of a serpentine duct away from the entrance section
would be the same due to the same external forces~including
body and Coriolis forces! acting on every two-pass duct. In fact,
the previous experimental results revealed that after the first~@6#!
and fifth ~@7#! period the local heat/mass transfer characteristics
have been periodical in rotating and nonrotating serpentine ducts,

respectively. Here, we extend the previous experimental heat
transfer characteristics to the present predictions of fluid-flow and
heat transfer results.

Then, the flow is assumed to be steady and with constant prop-
erties, and the axial diffusion, viscous dissipation, and compres-
sion work are all ignored. In addition, gravitational inertia is ne-
glected due to its small magnitude compared to the rotational
induced centrifugal force. Referring to the coordinate system
shown in Fig. 1, the dimensionless equations governing the mass,
momentum, and energy can be written as the common form

]

]x
~UF!1

]

]y
~VF!1

]

]z
~WF!5GS ]2F

]X2 1
]2F

]Y2 1
]2F

]Z2 D1S

(3)

whereF denotes the generalized transport variable,G is the dif-
fusivity, andS indicates the net source term for each variable. The

Fig. 1 Configuration, dimensions, and coordinates of the test
module

Table 1 Forms of transport equations

]

]x
~UF!1

]

]y
~VF!1

]

]z
~WF!5GS]2F

]X2 1
]2F

]Y2 1
]2F

]Z2 D1S

Equation F G S
Continuity 1 0 0

X-momentum U 1/Re 2(]P/]X)12RoV2Ri(X1X0)q
Y-momentum V 1/Re 2(]P/]Y)22RoU2RiYq
Z-momentum W 1/Re 2(]P/]Z)1b8

Energy q 1/(RePr) 2g8W

Dimensionless
Parameters

X5x/De, Y5y/De, Z5z/De, U5u/w̄, V5v/w̄, W5w/w̄, P5 p̂/(r•w̄2),
q5kf(T̂2Tr)/(qw /De), b85b•De/(r•w̄2), g85g/(qw /kf),

Re5w̄De/v, Ri5V2
•De3

•b T•qw /(kf•w̄2), Ro5VDe/w̄
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full set of transport equations as well as the dimensionless param-
eters within this format is listed in Table 1. No slip conditions are
applied to all duct walls and each duct wall is heated uniformly.
At the module inlet and outlet, the periodicity is applied for the
velocity and temperature components~@3#!.

The governing equations are numerically solved by the control-
volume-based finite difference method~@8#!. During the computa-
tional procedure, the mass flow rate~or w̄! is not known a priori.
Solution for a given flow rate is attained by iteratively updating
the value of the global pressure gradient parameterb until con-
vergence is reached. The quantity ofb may be regarded as an
assignable parameter, the given value of which will generate a
corresponding mass flow rate. Usually, the initial value ofb for a
required mass flow rate is estimated arbitrarily, as is done in the
present work, and then is updated by ‘‘trial-and-error’’ until the
convergent solution is attained. This procedure is time consuming.
If the value ofb selected is based on the available experimental
data, generally, the convergence of the solution will be very fast
~@9#!. All computations are performed on 723 203 50 ~X by Y
by Z! straight-line grids in the present work. Additional runs
for the coarser meshes, 603 153 40, and the finer meshes,
723 203 50, are taken for a check of grid independence,
which shows a maximum change of 1.6 percent in Nusselt
number distribution between the solutions of 723 203 50 and
903 303 70 grids. According to Kim et al.@10#, solutions are
converged at each test condition after the following two criteria
are satisfied. That is the maximum local value of the relative
change over two consecutive iterations of the dependent variable
is smaller than 5.03 1026, and the nondimensional sum of the
local residual magnitude is below 1.03 1023. Numerical compu-
tation of the periodically fully developed flow is rendered difficult
by the fact that no boundary information is available in the main
flow direction along which the discritezation coefficients are larg-
est. Partly due to this reason, the code takes as high as 5000–9000
iterations for convergence. On Convex-C3840, this translated to
about 10–40 hours of CPU time.

Results and Discussions

Thermal-Fluid Fields. The validation of the present numeri-
cal code by comparing to experimental data has been proved in
Hwang and Lai@3,9# under rotating and nonrotating conditions,
and therefore is not repeated in the present note due to space
limitation. Figure 2 shows the effect of Ri on the temperature
profiles cutting across the duct centerlines~Z50.5 and 2.0!be-
tween the high and low-pressure surfaces at several axial stations.
The letters L and T denote the leading wall and the trailing wall,
respectively. In the RID, owing to the Coriolis effect, the tempera-
ture increment near the trailing wall along the axial distance is
faster than that near the leading wall. In addition, the higher the
centrifugal buoyancy is, the lower the trailing-wall temperature
becomes. This is because the assisting buoyancy accelerates the
fluid near the trailing wall, and subsequently reduces the trailing-
wall temperatures~@3,9#!. Similarly in the ROD due to the Cori-
olis effect, the temperature rise near the trailing wall is less rapid
than that near the leading wall. As the flow proceeds fromX
52.0 to 5.0, the temperature near the leading wall abruptly in-
creases for Ri50.05 ~square symbols!. This is because the radial
flow starts reversely betweenX52.0 and 5.0. A similar phenom-
enon is observed for Ri50.03 after X>5.0, but not for Ri
<0.02. This means that the radial distance from the rotational axis
to the initiation of flow reversal decreases with increasing buoy-
ancy when the Ro and Re are fixed constantly.

Figure 3 compares the local Nusselt numbers on four duct walls
and the fluid isotherms atX510 between the RID and the ROD.
The dashed line in each graph represents the value of fully devel-
oped stationary flows. In the RID, the departure of local Nusselt
number between the high and the low-pressure surfaces is less

than that in the ROD. In the ROD, the buoyancy augments/
degrades the trailing-wall/leading-wall heat transfer, which en-
larges the discrepancy of heat-transfer coefficient between them.
In the RID, the assisting buoyancy flattens the temperature pro-
files ~Fig. 2!, resulting in a reduction of the heat-transfer differ-
ence between the trailing and leading surfaces. Note that the heat
transfer on the leading wall of the ROD is largely deteriorated,
even lower than the stationary fully developed values.

Critical Local Buoyancy. From the above discussion, the ra-
dial flow separates from the leading surface in the ROD under
high opposed buoyancy conditions. The initiation of flow reversal
largely deteriorates the local heat-transfer performance in rotating
channels. From the viewpoint of thermal design in the rotating
cooling passages, it is very essential to avoid the flow separation
near the leading wall under actual operating conditions. Therefore,
critical buoyancy parameters that yield the radial flow reversal are
determined as follows. The flow separates from the near-wall re-
gion, so the convective and the Coriolis force terms in the
x-momentum equation listed in Table 1 are neglected because the
near-wall velocities are very small. In addition, the viscous effects
are ignored in thex andz-directions. The resultingx-momentum
equation is

]p

]x
1rV2~x1x0!bTT5m

]2u

]y2 . (4)

The fact of flow separation under adverse buoyancy conditions
can be inferred from a consideration of the velocity distribution

Fig. 2 Effect of Ri on temperature profiles at several axial sta-
tions of RID and ROD
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u(y). In the immediate neighborhood of the leading wall the cur-
vature of the velocity profile depends on the sum of the pressure
gradient and the centrifugal buoyancy. Therefore, the curvature of
the velocity profile at the wall changes its sign with the left-hand
side of the above equation. In the region of decelerated flow, we
find ]2u/]y2.0. However, since in any case]2u/]y2,0 at a
large distance from the wall, there must exist a point for which
]2u/]y250 ~point of inflection!. This gives an indication that, at
the point of flow separation, the antibuoyancy force always bal-
ances the favorable pressure gradient, i.e.,2]p/]x;rV2(x
1x0)bTT, Then

rV2~x1x0!bTT

~]r/]x!
5

Gr

Re2 ~X1X0!5Ri~X1X0!. (5)

Physically, the local nondimensional buoyancy force Ri(X1X0)
should be of order of unity for flow separation to occur. From Eq.
~5!, the factors that influence the magnitude of rotating buoyancy
include the rotation speedV, radial distance from the rotating axis
x01x, and wall heat fluxqw ~or coolant density ratio!. In the
present numerical test, the wall heat flux varies~increases!until
the flow reversal is predicted for each rotation number. The data
points shown in Fig. 4~a!are the actual numerical predictions. The
open symbols stand for the results that the flow reversal is not
observed, while the solid symbols mean that the flow reversal has
been predicted. Figure 4~b! further shows the local critical Rich-
ardson number, Ri(X01Xs) as a function of the rotation number.
In this expression, the value ofXs is the axial distance fromX
50 to the separation point of the radial flow. The dashed curve
represents the lower limit of the buoyancy that the flow-reversal
phenomena is observed. To avoid local hot spots in the serpentine
duct, the operating conditions selected in a rotating flow system
should be below this curve. As clearly shown in this figure the
local buoyancy that is required to yield the radial flow reversal
increases with increasing rotation number.

Conclusions
The influences of centrifugal buoyancy on heat transfer charac-

teristics in the RID and ROD have been examined numerically,
and compared thereafter in the present study. The major contribu-
tion is to conclude the critical buoyancy for the initiation of flow
reversal in the ROD. In general, the critical buoyancy increases
with increasing rotation number. The buoyancy-driven reversed
flow in the radial outward duct always results in local hot spots in
the cooling channels. In addition, the radial distance from the
rotational axis to the location of flow separation in the ROD de-
creases with increasing Richardson number when rotation number
remains constant. Increasing the rotation number will delay the
initiation of flow reversal in the ROD when the Richardson num-
ber is fixed.

Fig. 3 Comparison of local Nusselt number distributions and isotherms at XÄ10 between the RID and
ROD

Fig. 4 „a… Predictions of flow-reversal phenomenon in the
ROD; „b… critical local buoyancy for the initiation of the flow
reversal in the ROD
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Nomenclature

De 5 duct hydraulic diameter
Gr 5 rotational Grashof number,

V2
•bT•qw•De5/(n2kf)

kf 5 air thermal conductivity
Nu 5 local Nusselt number,qw•De/@kf•(Tw2Tb)#
P,p 5 dimensionless and dimensional pressures
Pr 5 Prandtl number
qw 5 wall heat flux
Re 5 Reynolds number,w̄De/n
Ri 5 Richardson number, Gr/Re2

Ro 5 rotation number,VDe/w̄
T 5 temperature

U,V,W,u,v,w5 dimensionless and dimensional velocities inx,
y andz, respectively

w̄ 5 averaged through flow velocity in the duct
X,Y,Z,x,y,z5 dimensionless and dimensional rectangular co-

ordinates
X0 ,x0 5 Dimensionless and dimensional distances from

X50 to the test module
b8,b 5 Dimensionless and dimensional pressure drop

parameters
bT 5 thermal expansion coefficient

g8,g 5 dimensionless and dimensional air enthalpy rise
parameters

q 5 dimensionless temperature,T/(qw•De/kf)
n 5 kinematics viscosity
r 5 air density
V 5 angular rotation speed
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An investigation is carried out to assess the two-flux model for
evaluating the attenuation ability of a water spray curtain in fire
protection. Transmittances calculated with this model are com-
pared with the ‘‘exact’’ discrete ordinates solutions for a range of
water curtains under practical conditions. The results show the
unsuitability of the two-flux method under a collimated incidence
boundary condition, even if some improvements could be expected
with very small droplets. Whereas the diffuse incidence type pro-
vides relatively better results, it is more reliable for transmittance
calculations.@S0022-1481~00!00101-8#

Keywords: Droplet, Heat Transfer, Radiation, Sprays

Introduction
For practical engineering applications, many approximate solu-

tions of the radiative transfer equation have been suggested, as
alternatives to the mathematically complex and rigorous solutions.
Among these, the two-flux model first suggested by Schuster@1#
and extended by Hamaker@2# and Churchill and Chu@3# has
received a wider attention. The method is based on the assumption
of semi-isotropic distribution of radiative intensity. Daniel et al.
@4# have applied the two-flux model for radiative calculations in
shallow ponds and concluded its unsuitability in comparison to
the six-flux and the discrete ordinates methods. The major draw-
back of the model, for this particular application, was due to its
inability to account for the step change of refractive index at the
air-water interface, which gave rise to a rather pronounced aniso-
tropic distribution of intensity. Brewster and Tien@5# assessed the
predictive capability of the two-flux model without relying on any
empirical constants. Acute anisotropic scattering, it was noted, is
the prime cause of inaccuracy in the two-flux model, and the
combination of large optical thicknesses with strong forward scat-
tering is the worst case. However, because any engineering appli-
cation is a particular case of utilization, the two-flux method has
not been discredited in general. In fire protection by water sprays,
the two-flux method has been widely used~@6–8#! without deeper
criticism and assessment of its suitability for such applications.
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This situation is mainly due to the lack of more experimental data
available on water sprays. An attempt is made in this work to
assess this model for radiative transfer in water sprays under prac-
tical conditions encountered in fire protection. The predicted
transmittances of the two-flux model are compared to the more
accurate discrete ordinates solutions. Main tendencies and guide-
lines are provided for fire protection modelers.

Theoretical Model
The analysis is carried out for a one-dimensional geometry

~plane parallel slab!for both diffuse and collimated incident ra-
diation. The water spray curtain used to shield fire radiation~Fig.
1! is formed by droplets, which are the only phase considered
here, although water vapor contribution may be important in some
cases~@9#!. The radiative transfer equation for azimuthally sym-
metric radiation is~@10,11#!

m
]I n~t,m!

]t
52I n~t,m!1~12vn!I bn@Tspray#

1
vn

2 E
21

1

Pn~m,m8!I n~t,m8!dm8, (1)

whereI is the intensity,n the frequency of radiation,P the phase
function of the water droplets, andv5s/b their albedo~ratio of
the scattering to extinction coefficients!. m is the directional co-
sine with respect to a direction perpendicular to the water curtain,
andt the optical depth. The subscriptb refers to blackbody prop-

erties at a given temperatureT. In the traditional two-flux model
considered here, the intensity distribution is assumed to be semi-
isotropic, and divided into forwardI n

1(t) (0,m,1) and back-
ward I n

2(t) (21,m,0) components~@10#!.
For diffuse externally incident radiation, introducing these as-

sumptions into the integral term in Eq.~1! and integrating over
21<m<1 provides the following first ordinary differential equa-
tions ~@11#!:

5 1
1

2

dIn
1~t!

dt
52~12vn1vnB!I n

1~t!1vnBIn
2~t!1~12vn!I bn@Tspray#

2
1

2

dIn
2~t!

dt
52~12vn1vnB!I n

2~t!1vnBIn
1~t!1~12vn!I bn@Tspray#,

(2)

where

B5
1

2 Em50

1 E
m8521

0

Pn~m8,m!dm8 dm.

Equation~2! is solved analytically with the following boundary
conditions for the water spray curtain of lengthL ~Fig. 1!, stand-
ing between the fire and the vessel to be protected~incident flux
from fire att50!:

H I n
1~t50!5I bn@Tfire# m.0

I n
2~tL5bnL !50 m,0.

(3)

For large liquefied natural gas pool fires, it has been proved from
experimental measurements~@12#! that the flame emission spec-
trum is similar to that of a blackbody radiating at the temperature
Tfire (>1300 K). The single particle efficiencies for the water
drops ~absorption, scattering, extinction! and phase function are
calculated using Mie theory@13#. The spectral refraction indexes
of water were taken from Hale and Querry@14#. It has been shown
that for most actual industrial sprayers, the independent scattering
assumption is valid~@15#! and therefore the volume properties of
the water spray are obtained by summing the single-particle ones
~@11#!. The phase function is obtained by a numerical integration
from the Mie single particle calculations, involving the azimuthal
angles~@11#!.

The transmittance of the water curtain, i.e., the fraction of the
incident radiation transmitted through the curtain, is the main
quantity of interest in fire protection engineering. The attenuation
ability of the curtain, and the heat flux reaching the target~e.g.,

hydrocarbon fuel tank! can be evaluated from calculated transmit-
tances. For diffuse incidence, the following expression is found
when the emission term~relatively negligible! is omitted in Eq.
~2!:

Trn2diff5Ln
1~tL!/Ln

1~0!5
2ge2gtL

a1g2~a2g!e22gtL
, (4)

wherea52(12v1vB), g5Aa22(2vB)2.
For a collimated incident radiation along a directionm, the

transmittance is given by~@16#!:

Trn2coll5
2g* e2g* tL /m

12vF1g* 2~12vF2g* !e22g* tL /m
, (5)

where

F5
1

2 Em850

1

Pn~m8,m!dm8, B* 5
1

2 Em8521

0

Pn~m8,m!dm8

andg* 5A(12vF)22(vB* )2.

Results and Discussion
Solutions are presented in terms of the water spray curtain

transmittance, and compared for the ‘‘exact’’ discrete ordinates
and two-flux predictions. A complete discussion of the discrete
ordinates solution for planar geometry can be found elsewhere
~@10,11#!. The in-scattering integral in Eq.~1! is approximated by
a Gaussian quadrature formula that discretizes the intensity field
into a finite number of streams~ordinates!. The study covers a

Fig. 1 Attenuation of fire thermal radiation with water spray
curtain
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wide range of curtain length~geometrical and optical!, water
droplets size, and volume fraction (f v) encountered in practical
situations. The influence of these parameters on the predicted at-
tenuation by the two methods is analyzed. Table 1 presents the
cases and subcases considered. Case 1 and Subcase 1-1 corre-
spond to a sprayer full cone~ref. 402.962, Lechler S.A.! operating
at 8 bars pressure~52.4 L/min flow rate!. The water curtains op-
erating under this condition have shown their attenuation ability
and wind stability in large-scale experiments without total evapo-
ration~@17,15#!. The diameterd is the mean Sauter diameter of the
distribution. For Subcases 1-2 and 1-3, the volume fraction was
varied to quantify the influence of the optical thickness. Case 2
and Subcase 2-1 are typical of a sprayer TG03~Spraying Systems
Co.!operating under 5 bar pressure~0.3 L/min!used in laboratory
investigations~@9#!. The volume fraction was varied in Subcases
2-2 and 2-3. Case 3 and Subcases 3-1, 3-2, 3-3 describe a theo-
retical water spray, chosen to analyze the influence of very small
droplets. The wavelength range considered for spectral integration
is from 0.8 to 20mm and the discrete ordinates solutions are based
on 20 Gaussian quadrature points. A blackbody incident spectrum
~1300 K! is considered. All the results are summarized in Table 1
for both diffuse and collimated incidences. The relative differ-
encesuTr(‘‘exact’ ’) 2Tr~2-flux!u/Tr(‘ ‘exact’ ’) larger than 100
percent are not mentioned, indicating a large failure of the two-
flux solutions. For the collimated incidence, it is seen that the
two-flux model overestimates the total transmittance with com-
parison to the ‘‘exact’’ solutions. For the Subcase 1-1, corre-
sponding to large drop size~350mm! and strong anisotropic scat-
tering, the discrepancies are very large~relative difference.100
percent!. The same tendency is observed for smaller drop size and
large optical thickness. The relative error is, however, smaller
only for Subcases 2-1~34.4 percent!and 3-1~35.6 percent!, which
correspond to a smaller drop size and optically thin water curtain
(t50.4). For the diffuse incidence, the results between the two
methods, as shown in Table 1, are in rather good agreement. The
relative differences are 35.2 percent, 10.8 percent, and 8 percent,
respectively, for the Subcases 1-1, 2-1, and 3-1. Transmittances
predicted by the two-flux method are very close to the ‘‘exact’’
solution for Subcases 2-1 and 3-1, which correspond to a smaller
drop size and optically thin curtain. For a given case~1, 2, or 3!,
an increase in the optical depth leads, in general, to larger discrep-
ancies. The large errors related to the collimated incidence can be

explained by the assumption of semi-isotropic intensity distribu-
tion in the traditional two-flux method which, strictly speaking, is
more valid for diffuse incidence. The combination of large drops
~anisotropic scattering!, an optically thick curtain, and collimated
incidence is the worst scenario for the two-flux method to be used
for water sprays transmittance calculation. The two-flux method is
generally suitable for diffuse incidence. The combination of dif-
fuse incidence, small drops~rather semi-isotropic phase function!,
and an optically thin curtain is an ideal scenario, where this
method can give reliable predictions~e.g., Subcase 3-1!. How-
ever, according to our experience based on large hydrocarbon fire
tests~@15,17#!, water curtains of droplet diameters smaller than
100mm are more susceptible to wind effects and present a risk of
total evaporation. The most realistic situation in an industrial en-
vironment is to use droplets larger than 300mm ~e.g., Case 1!
which do not present these disadvantages although their attenua-
tion ability is lower.

Conclusions
A comparative study of the two-flux method and ‘‘exact’’ dis-

crete ordinates solutions for predicting water spray curtain trans-
mittance has been presented. Although some similar comparative
studies have been carried out in the past for various media, the
current work has the particular feature of being based on practical
water sprays parameters. The results clearly show that the use of
the two-flux model with collimated incidence~used by some fire
protection modelers! should be avoided in calculating a curtain
transmittance. The predictions for collimated incidence are im-
proved slightly for very small droplets~diameter,100 mm! and
an optically thin water curtain. The two-flux model may be rea-
sonably used for diffuse incidence where its predictions could be
in close agreement with the ‘‘exact’’ solution of the discrete or-
dinates method. The best results are obtained for small drop size
and an optically thin medium. However, based on our experience,
for the water curtain to be wind stable and resistant to total evapo-
ration, droplets diameter should be larger than 300mm. Use of the
two-flux model, only with diffuse incidence for such drop sizes,
can provide acceptable accuracy depending on the optical thick-
ness ~35 percent relative difference with exact solution fort
51.2 here!. Thus for fire protection modelers using water spray
curtains, diffuse incidence boundary should be used to achieve

Table 1 Comparative transmittance between two-flux method and ‘‘exact’’ discrete ordinates solutions

Collimated incidence Diffuse incidence

Trcoll
‘‘exact’’
~percent!

Trcoll
two-flux
~percent!

Relative
difference
~percent!

Trdiff
‘‘exact’’
~percent!

Trdiff
two-flux
~percent!

Relative
difference
~percent!

Case 1
L50.6 m
d5350mm

Subcase 1-1
f v50.2431023, t51.24

29 62.7 — 25 16.2 35.2

Subcase 1-2
f v5131023, t55.25

0.53 18 — 2.6 1.0 61.5

Subcase 1-3
f v5231023, t510.5

0.0044 6.8 — 0.6 0.22 63.3

Case 2
L50.25 m
d590mm

Subcase 2-1
f v50.0531023, t50.44

64.5 86.7 34.4 61.2 54.6 10.8

Subcase 2-2
f v50.5531023, t54.8

0.8 29.3 — 7.2 3.6 50

Subcase 2-3
f v51.731023, t515

0.0024 10.4 — 0.8 0.32 60

Case 3
L51.0 m
d510mm

Subcase 3-1
f v50.00131023, t50.4

68.7 93.2 35.6 74.3 68.5 8

Subcase 3-2
f v50.01531023, t55.7

0.82 45 — 11.3 6 47

Subcase 3-3
f v50.0331023, t511.4

0.035 27.4 — 4.2 2 51
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more reliable results. This is contrary to the collimated boundary
conditions. Moreover, the curtain parameters investigated in this
work can be used by other workers as a guideline for this particu-
lar absorbing and scattering medium.
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Average boiling and condensation heat transfer coefficients were
determined experimentally for a coaxial tube-in-tube heat ex-
changer used in hot water heat pumps. During manufacturing, the

heat exchanger geometry used for the experiments changed from
round tubes to elliptical tubes as no spacers were used to keep the
inner tube from touching the outer tube. The refrigerant used was
two different mixtures of R22 with R142b in mass ratios of 80
percent/20 percent and 60 percent/40 percent. The results were
compared to theoretical results for straight tubes. It was con-
cluded that the theoretical modes do not predict the heat transfer
coefficients very well in coaxial tube-in-tube heat exchangers
where the annulus touches the inside of the outer tube.
@S0022-1481~00!01001-X#

Keywords: Experimental Heat Transfer, Boiling, Condensation,
Refrigerants, R22, R142b, Coaxial, Tube-in-Tube, Heat
Exchanger

Introduction
The air conditioning and refrigeration industry is in the midst of

an unprecedented transition, catalyzed by environmental concerns
regarding the impact of refrigerant emissions. Refrigerants con-
taining chlorine, though less frequently used than compound bro-
mide, are being phased out. Production of chlorofluorocarbons
~CFCs!ended in 1995 in developed countries. It was agreed at the
last followup conference held in Vienna in 1995, that the world-
wide phaseout of hydrochlorofluorocarbons~HCFCs! in industri-
alized countries has to be fulfilled by 2030 and in developing
countries by 2040~@1#!. In nonindustrialized countries where air-
conditioning, heat pump, and refrigeration equipment are being
developed, which are not usually manufactured in industrialized
countries, HCFCs are still being used for new equipment under
development such as hot-water heat pumps.

Hot-water heat pumps are especially used in countries with a
mild climate in winter that have no natural gas and where electri-
cal heating is usually used for the heating of water. Heating of
water with heat pumps is extremely energy efficient. Savings of
approximately 67 percent can be realized, compared to heating
with direct electrical resistance heaters~@2,3#!. Hot-water heat
pumps are vapor compression cycles, which use water-cooled
condensers for heating hot water. The most widely used refriger-
ant for hot-water heat pumps is R22 (CHClF2) with which a
maximum hot-water temperature of 60–65°C is possible with ap-
proximately the same condensing temperatures. This is possible
by making use of the refrigerant’s superheat, which is approxi-
mately 120°C at the compressor outlet. The maximum condensa-
tion temperature is limited by the maximum condensing pressure
to control the amount of wear in the compressor bearings, the load
on the bearings, and to keep the lubrication oil from decomposing
at higher compressor discharge temperatures.

Although hot-water temperatures of 60–65°C are adequate for
domestic use, they are low when compared to temperatures that
can be delivered by fossil fuel and direct electric resistance sys-
tems. This limits the potential applications of hot-water heat
pumps. Smit and Meyer@4# as well as Johannsen@5# showed
analytically that a zeotropic mixture of R22 and R142b
(CClF2CH3) can be used to obtain higher temperatures. Theoreti-
cally, a hot-water outlet temperature of 120°C is possible if only
R142b is used. The disadvantage of using only R142b is that its
heating capacity is 15 percent lower and its heating coefficient of
performance~COP! is seven percent lower when compared to
R22. Furthermore, it is flammable, but the flammability is de-
creased by adding R22. A mixture of 60 percent R22 with 40
percent R142b or 80 percent R22 with 20 percent R142b by mass
is recommended. With these mixtures the heating capacities are
about the same as just R22, but its COP is increased, while hot-
water temperatures of 80°C~80 percent R22!to 90°C~60 percent
R22! can be achieved. Mixtures of R22 with R142b form zeotro-
pic mixtures with glides of 7 and 5°C for 60 percent and 80
percent R22, respectively.

Literature searches by Smit@6#, Kebonte@7#, and Bukasa@8#
showed that heat transfer coefficients for the recommended con-
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centrations of R22 with R142b are not readily available for co-
axial tube-in-tube heat exchangers. In this investigation these av-
erage heat transfer coefficients~that is at 60 percent R22 mixed
with 40 percent R142b and 80 percent R22 mixed with 20 percent
R142b, by mass!during condensation and evaporation are deter-
mined experimentally. The heat exchanger configuration is used
in hot-water heat pumps as usual.

Experimental Apparatus and Procedures
The experimental apparatus and procedure were the same as

used by Schlager et al.@9# except for the following differences.
~1! For condensing experiments, the inside and outside diameters
of the inner tube of the test section were 8.11 and 9.53 mm,
respectively. The inside diameter of the outer tube was 14.26 mm.
For the evaporation experiments, the inside and outside diameters
of the inner tube of the test section were 14.26 and 15.88 mm,
respectively. The inside diameter of the outer tube was 20.23 mm.
Both tubes were soft drawn copper tubes and experiments were
conducted in a counter flow direction with the refrigerant flowing
through the inner tube and water in the annulus. The test section
was coiled as shown in Fig. 1 and no spacers were used to keep
the inner tube from touching the outer tube. During the bending
process into a coil the tube geometry changes from round to el-
liptical. This bending practice is usually used in the manufacturing
of hot-water heat pumps. For condensation measurements, the
heat exchange length was 7.93 m and for evaporation, it was 4.89
m. ~2! The water and refrigerant mass flows were measured with
Coriolis mass flowmeters with an accuracy of60.02 percent.~3!
Temperatures were measured with Pt100s, calibrated to measure
temperature differences to within60.02°C.

The uncertainty of the heat transfer coefficients is610 percent
using a propagation-of-error analysis, whose technique is based
on the method of Kline and McKlintock@10#. Experiments were
also conducted with straight tube-in-tube heat exchangers with
only R22 and the heat transfer coefficients were compared to
those of Schlager et al.@9#. The comparison was within620 per-
cent.

The condensation and evaporation tests through the coiled tube
were conducted at three different mass concentrations of R22~i.e.,
100 percent, 80 percent, and 60 percent!. The tests conditions are
summarized in Table 1.

Results
The results of the average heat transfer coefficients during con-

densation are given in Fig. 2. The heat transfer coefficients de-
crease when the mass percentage of R22 is decreased and the
R142b is increased. The results were also compared to theoretical
predictions for a straight tube using the models of Akers et al.
@11#, Cavallini and Zecchin@12#, Travis et al.@13#, and Azer et al.
@14#. Only the results of Akers@11# are shown in Fig. 2. It was
found that in general the Akers method gave the best agreement to
measurements although it overpredicts the average heat transfer
coefficients for the mixtures by 40 percent and by 10 percent for
R22. The other methods overpredict the coefficients even more. It
can be deduced that prediction methods do not determine the av-
erage heat transfer coefficients during condensation very well in
coaxial tube-in-tube heat exchangers where the annulus touches
the outer tube.

The boiling heat transfer coefficients are given in Fig. 3. Again,
the measured heat transfer coefficients decrease when R142b is
added to R22. The decrease is not as drastic as during condensa-
tion. The results were also compared to the correlations of Jung
et al. @15#, Murata and Hashizume@16#, and Thome@17# for
straight tubes. Only the results of Jung et al.@15# are shown in
Fig. 3 as it was found that in general this method gave the best
agreement, although it underpredicts the measured heat transfer
coefficients by 100 percent–130 percent. The other methods un-
derpredict the coefficients for the mixtures even more. It can be

Fig. 1 Schematic representation of coiled test section „not to
scale…

Fig. 2 Average heat transfer coefficients during condensation
as function of mass flux

Fig. 3 Average heat transfer coefficients during evaporation
as function of mass flux

Table 1 Summary of test conditions

Condensation Evaporation

G ~kg/m2 s! 180–450 160–280
q ~kW/m2! 10–24 25–93
P ~MPa! 1.7–1.9 0.6–0.9
Tdew(°C) 46–70 0–10
Xin ~percent! 90–95 20–30
Xout ~percent! 0 90–95
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deduced that theoretical methods do not predict the average heat
transfer coefficients correctly in coaxial tube-in-tube heat ex-
changers where the annulus touches the outer tube.

Conclusions
Theoretical models exist that predict the average heat transfer

coefficients during condensation and evaporation in straight tubes
quite accurately. It was found that these models do not predict the
coefficients very well in coaxial tube-in-tube heat exchangers
where the annulus touches the inside of the outer tube. During
condensation, the measured heat transfer coefficients were lower
than predicted theoretically, while they were higher for evapora-
tion. It was also found that the heat transfer coefficients decreased
for R22/R142b mixtures as the mass ratio of R142b increased. For
condensation, the decrease in heat transfer coefficients was more
than for evaporation.

Nomenclature

G 5 mass flux, kg/m2 s
h 5 average heat transfer coefficient, W/m2 K
P 5 pressure, Pa
q 5 heat flux, W/m2

Tdew 5 dew point temperature, °C
Xin 5 inlet vapor quality

Xout 5 outlet vapor quality
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Effect of Tube Inclination on Pool
Boiling Heat Transfer

M.-G. Kang
Department of Mechanical Engineering Education,
Andong National University, 388 Songchun-dong,
Andong-city, Kyungbuk 760-749, Korea

An experimental parametric study of a tubular heat exchanger has
been carried out under pool boiling conditions to determine ef-
fects of the tube inclination angle on pool boiling heat transfer.
Through the study, it can be concluded that (1) tube inclination
gives much change on pool boiling heat transfer and the effect of
the inclination angle is more strongly observed in the smooth tube
and (2) if a tube is properly inclined, enhanced heat transfer is
expected due to the decrease in bubble slug formation on the tube
surface and easy liquid access to the surface.
@S0022-1481~00!01201-9#

Keywords: Boiling, Enhancement, Experimental, Geometry, Heat
Transfer

Introduction
The mechanisms of pool boiling heat transfer have been studied

for a long time since it is closely related to the designs of more
efficient heat exchangers and heat removal systems. Recently,
they have been widely investigated in nuclear power plants for
application to the design of new passive heat removal systems
employed in the advanced light water reactors~ALWRs! designs
~@1,2#!. To determine the required heat transfer surface area as
well as to evaluate the system performance during postulated ac-
cidents, a detailed analysis on pool boiling heat transfer applicable
for the systems is needed. Through the review of published results
it can be concluded that one of the efficient ways to increase the
heat transfer rate is the orientation of a heated surface.

Jakob@3# suggested empirical correlations containing orienta-
tion effects. According to the results, the horizontal type (u
50 deg) is more efficient than the vertical type (u590 deg) in the
low heat flux region~i.e., q9,11.8 kW/m2! while the opposite is
true in the high heat flux region. Stralen and Sluyter@4# performed
a test to find out boiling curves for platinum wires with various
orientations~i.e., u50 deg, 45 deg, and 90 deg! at atmospheric
pressure. They said that the horizontal type was more effective
than the vertical type both in the natural convection and boiling
regions. Nishikawa et al.@5# studied the orientation effect using a
flat plate in the water. According to the results, boiling heat trans-
fer in the vertical type is more efficient than the horizontal type in
the low heat flux region~less than 100 kW/m2! and orientation
effects become negligible as heat flux on the surface increases
more than 100 kW/m2. Chyu and Mghamis@6# studied the effects
of orientation using twisted cylinders in line contact. According to
the results, twisted tubes in line contact can change the tendency
of heat transfer followed by tube orientation. Most recently, Chun
and Kang @7# studied the effect of tube orientation~i.e., u
50 deg and 90 deg!on pool boiling heat transfer in combination
with tube surface roughness. According to them the slope of heat
flux q9 versus tube wall superheatDT curve of the vertical tube
becomes smaller than that of the horizontal tube as surface rough-
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ness decreases. That is, when surface roughness is«526.2 nm,
the slopes of twoq9 versusDT curves for horizontal and vertical
tubes shift and cross each other aroundq9550.0 kW/m2. Summa-
rizing the works, it can be said that the effect of an inclination
angle on pool boiling heat transfer closely depends on the heating
surface geometry~i.e., wire, plate, or tube!and surface roughness.

Although many workers have in the past two generations inves-
tigated the effect of the inclination angle on pool boiling heat
transfer along with the effects of pressure and fluid properties,
some areas still must be identified. One of them is a detailed study
on the tube type geometry which is frequently encountered in the
designs of passive heat exchangers~@2#!. Therefore, the present
study is aimed at the determination of effects of the tube inclina-

tion angle on pool boiling heat transfer to investigate potential
areas for improvement of the thermal design of the passive heat
exchangers.

Experiments
A schematic view of the present experimental apparatus is

shown in Fig. 1. The water storage tank is made of stainless steel
and has a rectangular cross section~790 3 860 mm!and a height
of 1000 mm. This tank has a glass view port~595 3 790 mm!
which permits viewing of the tubes and photographing. The heat
exchanger tubes are simulated by resistance heaters made of stain-
less steel tubes, whose heating length and diameter are 530.5 and

Fig. 1 Schematic diagram of the experimental appratus: „a… overall arrangement, „b… water storage tank and heated
tube

Fig. 2 Changes in heat flux and tube wall superheat due to thermocouple location: „a… horizontal tube „uÄ0 deg…; „b…
vertical tube „uÄ90 deg…
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19.05 mm, respectively. The surfaces of the tubes were instru-
mented with five thermocouples outside the surface of the tube.
The thermocouple tip~about 10 mm!has been bent at a 90 deg
angle and brazed the bent tip on the tube wall. The first and the
fifth thermocouples are placed at 115.25 mm from both ends of
the heating element and the space between other thermocouples is
75 mm.

To determine effects of the tube inclination angle on pool boil-
ing heat transfer one tube diameter (D519.05 mm), two different
surface roughness~15.1 and 60.9 nm in root mean square~rms!
measured by the phase measuring interferometer!, and three dif-
ferent orientations of the heat exchanger tube~i.e., u50 deg, 45
deg, and 90 deg!are used to obtain the heat fluxq9 versus wall

Fig. 3 Bubble generation and coalescence on the heated tube surface „D
Ä19.05 mm, «Ä60.9 nm… for various heat fluxes: „a… uÄ0 deg, „b… uÄ45 deg, and
„c… uÄ90 deg

Fig. 4 Effects of tube „DÄ19.05 mm… inclination on pool boiling heat transfer: „a… rough surface „«Ä60.9 nm… and „b…
smooth surface „«Ä15.1 nm…
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superheat (DT5Tw2Tsat) data. The uncertainty~errors from
measurement, instruments, and environmental conditions! in the
heat flux, the measured temperature, and surface roughness is
estimated to be61.0 percent,61.0 percent, and65.0 nm,
respectively.

The water storage tank is filled with water until the initial water
level is reached at 730 mm and the water is then boiled for 30
minutes at saturation temperature to remove the dissolved air. The
temperatures of the water and heater surfaces are measured while
the heater power is set at constant value. However, once the water
temperature has reached saturation value~i.e., 100°C since all the
tests are run under atmospheric pressure condition!, the tempera-
tures of the water and tube surfaces are measured when they are at
steady state while controlling the heat flux on the tube surface
with input power. In this manner a series of experiments has been
performed for various combinations of test parameters.

The heat flux from the electrically heated tube surface is calcu-
lated from the measured values of the power input as follows:

q95
q

A
5

EI

pDL
5hb~Tw2Tsat!5hbDT (1)

whereE andI are the supplied voltage~V! and current~A!, andD
andL are the outside diameter and the length of the heated tube,
respectively. The tube surface temperatureTw used in Eq.~1!, on
the other hand, is the arithmetic average value of the temperatures
measured by five thermocouples brazed on the tube surface. A
more detailed description for the experimental apparatus and the
test procedure can be found in Chun and Kang’s paper@7#.

Results and Discussion
The temperature distribution on the horizontal and the vertical

tube surfaces during pool boiling tests in the saturated water at
atmospheric pressure~i.e., 0.1 MPa!is shown in Fig. 2 and some
photos are shown in Fig. 3. For the horizontal tube (u50 deg)
shown in Fig. 2~a!, surface temperatures are measured at the top,
middle, and bottom of the tube circumference. These data are a
combination of three different tests rotating the tube each test. As
shown in the figure, the temperature corresponding to the same
heat flux increases from the bottom to the top positions. The main
cause of that temperature difference is presumed to be the inherent
boiling characteristics of the horizontal tubes. For horizontal
tubes, bubbles generated at the bottom side of the tube circumfer-
ence driven by buoyancy force move toward the top of the tube
wall through the tube circumference as shown in Fig. 3~a!. These
bubbles coalesce with other bubbles during traveling, continue
growing into large bubbles, and finally depart from the tube sur-
face near the top region of the circumference. Therefore, there
exist large bunches composed of bubble and liquid to decrease
active nucleation sites on the tube wall. Bubble slug formation
also prevents the easy access of liquid to the heating surface, such
that the heat transfer rate becomes reduced as the location of the
thermocouple approaches the top region. Results of the tempera-
ture distribution through the height of the vertical tube are intro-
duced in Fig. 2~b!. In the figure, temperature changes for four heat
fluxes of 1.42, 13.64, 44.68, and 107.9 kW/m2 are introduced as a
function of thermocouple location. As shown in the figure, a large
difference in the temperatures of the bottom and the top regions of
the vertical tube is observed as heat flux increases. At low heat
flux (q951.42 kW/m2) it is observed that the temperature of ther-
mocouple 1 installed at the upper side of the tube is lower than the
temperature of thermocouple 5 installed at the lower side of the
tube. The temperature of thermocouple 1, on the other hand, is
higher than the temperature of thermocouple 5 by more than 3.5 K
at high heat flux (q95107.9 kW/m2). This phenomenon is due to
boiling characteristics of the vertical tubes. For vertical tubes,
bubbles generated at the bottom can be developed into large
bubbles while traveling through the tube height by coalescing
with relevant bubbles and finally departing at the top position as
shown in Fig. 3~c!. At low heat flux these bubble slugs agitate

relevant liquid and increase heat transfer rate at the top region. At
high heat flux, on the other hand, these bubble slugs prevent easy
liquid access to the heating surface and result in somewhat rapid
convective flow, which could act to suppress boiling near the top
regions. That is, as heat flux increases the temperature near the top
region also increases significantly compared with the bottom re-
gion due to the decrease of the active site density and the creation
of the rapid convective flow. Therefore, one of the heat transfer
enhancing methods in vertical and horizontal tubes is related to
minimizing bubble coalescence at the top region.

If a tube is properly inclined~u545 deg for the present!
bubbles move upward and depart before getting to the top regions
of the tube circumference and the tube upper side as shown in Fig.
3~b!. Such that enhanced heat transfer is expected due to the in-
crease in active sites and easy liquid access to the surface fol-
lowed by: ~1! the decrease in bubble slug formation near the top
regions,~2! higher liquid agitation and smaller bubble traveling
time on the tube surface than the horizontal tube, and~3! the
decrease in convective flow near the tube upper side. Figure 4
shows that the effect of tube inclination angle on pool boiling heat
transfer is very large. For example,q9 increases 311 percent~from
18 to 74 kW/m2! whenu is increased from 0 deg~horizontal!to
45 deg and increases 124 percent~from 33 to 74 kW/m2! whenu
is decreased from 90 deg~vertical! to 45 deg at the given wall
superheat (DT57 K) and the tube surface roughness («
560.9 nm). Since much bubble coalescence is expected on the
smooth tube surface for the horizontal and the vertical tubes due
to the smaller liquid agitation than the rough tube surface, the
effect of the tube inclination angle is more strongly observed on
the smooth tube. As shown in Fig. 4~b! q9 increases more than
360 percent~from 28 to 130 kW/m2! whenu is decreased from 90
deg ~vertical! to 45 deg whereasq9 increases 189 percent~from
45 to 130 kW/m2! whenu is increased from 0 deg~horizontal!to
45 deg at the given wall superheat (DT58.5 K) and the tube
surface roughness («515.1 nm).

Conclusions
An experimental parametric study of a tubular heat exchanger

~for the case,L5530.5 mm!has been carried out under pool boil-
ing conditions to determine effects of the tube inclination angle on
pool boiling heat transfer. Through the study for the three incli-
nation angles~u50 deg, 45 deg, and 90 deg!and two surface
roughness~e515.1 and 60.9 nm!the following conclusions can
be obtained:

1 Tube inclination gives much change on pool boiling heat
transfer and the effect of the inclination angle is more strongly
observed in the smooth tube.

2 If a tube is properly inclined~u545 deg for the present!
enhanced heat transfer is expected due to the decrease in bubble
slug formation on the tube surface and easy liquid access to the
surface.

Nomenclature

A 5 heat transfer area, m2

D 5 tube outer diameter, m or mm
E 5 supplied voltage, V

hb 5 boiling heat transfer coefficient, kW/m2 K
I 5 supplied current, A
L 5 tube length, m

q9 5 heat flux, kW/m2

q 5 total heat transfer, kW
Tsat 5 saturated water temperature, K or °C
Tw 5 tube wall temperature, K or °C
DT 5 degree of superheat of the heating surface (Tw

2Tsat),K
« 5 average tube surface roughness in rms value, nm

Journal of Heat Transfer FEBRUARY 2000, Vol. 122 Õ 191

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References
@1# Corletti, M. M., and Hochreiter, L. E., 1991, ‘‘Advanced Light Water Reactor

Passive Residual Heat Removal Heat Exchanger Test,’’ Proceedings of the 1st
JSME/ASME Joint International Conference on Nuclear Engineering, Tokyo,
Japan, pp. 381–387.

@2# Kang, M. G., 1998, ‘‘Experimental Investigation of Tube Length Effect on
Nucleate Pool Boiling Heat Transfer,’’ Ann. Nucl. Energy,25, No. 4-5, pp.
295–304.

@3# Jakob, M., and Hawkins, G. A., 1957,Elements of Heat Transfer, 3rd. ed.,
John Wiley and Sons, New York, pp. 206–210.

@4# van Stralen, S. J. D., and Sluyter, W. M., 1969, ‘‘Investigations on the Critical
Heat Flux of Pure Liquids and Mixtures Under Various Conditions,’’ Int. J.
Heat Mass Transf.,12, pp. 1353–1384.

@5# Nishikawa, K., et al., 1984, ‘‘Effect of Surface Configuration on Nucleate
Boiling Heat Transfer,’’ Int. J. Heat Mass Transf.,27, No. 9, pp. 1559–1571.

@6# Chyu, M. C., and Mghamiz, A. M., 1991, ‘‘Nucleate Boiling on Two Cylin-
ders in Line Contact,’’ Int. J. Heat Mass Transf.,34, No. 7, pp. 1783–1790.

@7# Chun, M. H., and Kang, M. G., 1998, ‘‘Effects of Heat Exchanger Tube
Parameters on Nucleate Pool Boiling Heat Transfer,’’ ASME J. Heat Transfer,
120, pp. 468–476.

Effects of Vapor Superheat and
Condensate Subcooling on Laminar
Film Condensation
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Nusselt’s model is employed to illustrate the effects of vapor su-
perheat and condensate subcooling on laminar film condensation
occurring under simultaneous actions of gravity and interfacial
shear. The vapor superheat affects the condensation kinetics in
cooperation with heat transfer in both phases. Under comparable
conditions, the condensate film is thinner and the heat transfer
coefficient larger for superheated than for saturated vapor. The
heat flux on the cooling surface arising from the sensible heat of
condensate increases as the critical point of the condensing sub-
stance is approached and, at this point, the Nusselt condensation
model gives the single-phase boundary layer solutions.
@S0022-1481~00!00701-5#

Keywords: Condensation, Film, Heat Transfer, Laminar, Phase
Change, Plate

1 Introduction
Since the experiments by Joule@1# and the theory by Nusselt

@2#, condensation of vapors has been the subject of numerous
studies. Kruzhilin@3# supplemented Nusselt’s idea by accounting
for the condensate inertia. Examining the role of condensate sub-
cooling, both Rohsenow@4# and Labuntsov@5# provided detailed
energy balances. Labuntsov, in addition, extended Kruzhilin’s
model by obtaining the interfacial shear from the momentum
change of the vapor crossing the vapor-liquid interface. In all
these studies, the wall temperature was considered as constant.
Parr @6# first assumed the heat flux to be constant. His theory,
however, being not as elegant as that of Nusselt, prompted Jakob
@7# to stress that—in light of Nusselt’s analysis—the work by Parr
was superfluous.

Meanwhile, Nusselt’s theory of condensation has been ex-
tended in various directions~see, e.g., Rose@8,9#and Marto@10#!.
Several authors, e.g., Cess@11#, Chen@12#, Koh @13#, and Shek-
riladze and Gomelauri@14#, assuming a saturated vapor, dealt
with the effect of interfacial shear on condensation kinetics. Fol-
lowing Webb@15#, relatively little is published on methodology of
convective condensation of superheated vapors. However, already
Nusselt @2# has briefly treated the issue, whereas Stender@16#
provided a detailed analysis. Also Kutateladze@17# and Isachenko
@18# gave some hints on how to account for the superheat effect.
Neglecting vapor convection, Mills@19# reduced condensation of
a superheated to that of saturated vapor, as was also done by
Sparrow and Eckert@20#, Minkowycz and Sparrow@21,22#, Fer-
reira @23#, and Fujii @24#. Sparrow and Eckert neglected vapor
convection, while Minkowycz and Sparrow@21# considered a qui-
escent vapor. Heat transfer correlations with condensation of a
superheated vapor both in forced flow~without gravity! and pure
gravity flow at no condensate subcooling have been developed by
Fujii @24#.

Insofar as the author of the present paper is aware, condensa-
tion of a superheated vapor with simultaneous effects of gravity,
interfacial shear, condensate subcooling, and vapor convection
has not been studied previously. Here, we incorporate these ef-
fects into the Nusselt model. The condensing vapor is taken to be
a pure substance of constant physical properties, the cooling sur-
face is a flat vertical plate, and the flow of condensate is governed
both by gravity and an interfacial shear.

2 Basic Relationships
The physical picture adopted is illustrated in Fig. 1. The inter-

facial temperatureq I is below the vapor bulk temperatureqG ,
resulting in a heat fluxqIG on the vapor side of the interface.

At constant physical properties, an energy balance~with
h(0°C)50!, written for an element of condensate film, sand-
wiched between the cooling surface and the vapor–liquid inter-
face, gives

qW5qIG1~cpLq I1Dh!
dṀ

Jdz
2

dḢ

Jdz
. (1)

The heat fluxesqW andqIG are related to the areaJdz of the
wall surface,J being its extension orthogonal to theylz-plane;Dh
is the latent heat of condensation, whereascpL , Ṁ, and
Ḣ denote the specific heat, the mass, and the enthalpy flows of
condensate, respectively.

Defining a local heat transfer coefficientaW on the wall as

qW5aW~q I2qW!5
lL

d
~q I2qW! (2)
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Fig. 1 Illustration of condensation of a superheated vapor on
a vertical surface
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wherelL is the thermal conductivity of condensate, obtaining the
mass and enthalpy flows in the condensate film according to Nus-
selt’s model and combining Eqs.~1! and ~2! gives

lL~q I2qW!

d
5qIG1

d

Jdz S S 1

3 S 11
3

8
KuD

1
1

2 S 11
1

3
KuD t I

gdDr D gd3JDrDh

nL
D (3)

wheret I is the interfacial shear stress and Ku is the phase-change
~Kutateladze!number,

Ku5
cpL~q I2qW!

Dh
. (4)

Equation~3! allows variation ofqW , qIG , J, andt I , and hence
a construction of several model cases~see Mitrovic@25#!. In what
follows, qW andJ are always constant while, for illustration rea-
sons, the other two quantities are first considered as independent
of z.

3 Film Thickness and Heat Transfer Coefficient

3.1 Constant Heat Flux and Shear Stress at the Interface.
For constantt I andqIG , Eq. ~3! can be rearranged into

lL~q12qW!

Dh
dz5S 11

3

8
KuD gDr

nL

d3dd

12ad

1S 11
1

3
KuD t I

nL

d2dd

12ad
, (5)

and solved to give

lL~q I2qW!z

Dh
52S 11

3

8
KuD gDr

nLa4 S ln~12ad!

1ad1
1

2
~ad!21

1

3
~ad!3D

2S 11
1

3
KuD t I

nLa3 S ln~12ad!1ad1
1

2
~ad!2D

(6)

if d50 at z50; the quantitya, introduced by Nusselt@2#, repre-
sents the reciprocal of a length

a5
qIG

lL~q I2qW!
. (7)

The productad in Eq. ~6! can be obtained from Eqs.~2! and~7!
as

ad5
qIG

qW
, (8)

requiring ad,1 for condensation to occur; forad51, no phase
change is possible at a net rate, and this case is excluded from the
present treatment.

For graphical illustration, Eq.~6! is written nondimensionally
as

az

B1
52S ln~12ad!1ad1

1

2
~ad!21

1

3
~ad!3D

2
B2

B1
S ln~12ad!1ad1

1

2
~ad!2D (9)

where

B15S 11
3

8
KuD gDr

nLa3

Dh

lLDq
, (10)

B25S 11
1

3
KuD t I

nLa2

Dh

lLDq
. (11)

Two limiting condensation regimes are obvious from Eq.~9!.
For B150, the condensate flow is governed by interfacial shear,
while for B250 by gravity. These regimes should be examined
separately in the following. Prior to this, however, we may intro-
duce a nondimensional heat transfer coefficient

aW

lLa
5

1

ad
5

qW

qIG
, (12)

Fig. 2 Variation of dimensionless film thickness ad along
cooling surface at some values of B 2 ÕB 1Èt laÕ„g Dr…Èt lq lG .
The curve B 2 ÕB 1Ä0 correspond to the gravity region; when the
roles of B 1 and B 2 are interchanged, this curve represents „ap-
proximately … also the shear stress region.

Fig. 3 Heat transfer modulus aW Õ„lLa… corresponding to the
film thickness in Fig. 2
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with aW according to Eq.~2!, and illustrate the distributions of
both ad andaW /(lLa) along the cooling surface.

Figure 2 pictures Eq.~9! and Fig. 3 Eq.~12! for a few values of
B2 /B1;t Ia/(gDr);t IqIG . As may be inferred from these fig-
ures, an increase of the ratioB2 /B1 reduces the film thickness,
thus improving heat transfer. The curveB2 /B150 represents the
pure gravity regime. The other limiting case,B1 /B250, the shear
condensation, is not shown in the figures, but is easily obtained, at
least qualitatively, by interchanging the roles ofB1 andB2 .

3.1.1 Gravity Region of Condensate Flow.At approximately
equal velocities of vapor bulk and film surface, the effect of vapor
shear on the condensate flow is negligible and, fort I→0, Eq.~6!
reduces to

lL~q I2qW!z

Dh
52S 11

3

8
KuD gDr

nLa4 S ln~12ad!

1ad1
1

2
~ad!21

1

3
~ad!3D . (13)

For Ku50, this equation becomes identical to the one derived
by Nusselt@2# except for a typographical error in his expression.

Expanding the logarithm into a series, Eq.~13! takes the shape

lL~q I2qW!z

Dh
5S 11

3

8
KuD gDr

nL
S 1

4
d41a24(

m55

`
~ad!m

m D .

(14)

Setting a50, we obtain the Nusselt equation for a saturated
vapor (d5d0)

lL~q I2qW!z

Dh
5S 11

3

8
KuD gDr

nL

d0
4

4
, (15)

which, when combined with Eq.~14!, delivers

d0
42d454a24(

m55

`
~ad!m

m
. (16)

Sincea.0, d,d0 . Thus, under otherwise identical conditions,
the condensate film is thinner for superheated than for saturated
vapor. This is qualitatively in agreement with the results Fujii@24#
obtained from a different way of treatment.

The effect of condensate subcooling, that is of Ku, on conden-
sation heat transfer has been analyzed by many authors, see, e.g.,
Sadasivan and Lienhard@26# and Fujii @24#, but the case of a very
large Ku has not been pursued in earlier studies. For large Ku to
be established requires a correspondingly large temperature differ-
ence through the condensate film~maximum: condensation minus
freezing temperature!, or condensation near the thermodynamic
critical point of the substance. In the latter case, the specific heat
capacity increases and the latent heat decreases as the critical
point is approached. At this point,Dh→0, and we get Ku→̀ ,
thereby leaving the two-phase and entering the single-phase
region.

At the critical point the vapor superheat loses its physical sig-
nificance concerning the common~first-order!phase change, and
we may seta50. Thus, for Ku→̀ , Eq. ~14! reduces to

d5S 32

3

lLnLz

cpLgDr D 1/4

(17)

with the density differenceDr depending on the bulk-to-wall tem-
perature difference, whereas the quantityd may now be identified
as a thickness of a boundary layer, giving a local heat transfer
coefficient as

aW5S 3

32

cpLgDrlL
3

nLz D 1/4

. (18)

Equation~18! coincides qualitatively with the boundary layer
expression for single phase, laminar, free convection past a verti-

cal plate where the constant deduced from the boundary layer
considerations is about 0.508, at large Prandtl number. This is
approximately by nine percent less than in Eq.~18!. Hence, the
Nusselt theory ‘‘smoothly’’ connects the condensation heat trans-
fer with the single-phase convection via the critical point.

3.1.2 Shear Stress Driven Condensate Film.When vapor
shear dominates the condensate flow and the gravity effect is ne-
glected, Eq.~6! yields

lL~q I2qW!z

Dh
52S 11

1

3
KuD t I

nLa3 S ln~12ad!1ad

1
1

2
~ad!2D , (19)

which for a50 ~saturated vapor,d5d0! becomes

lL~q I2qW!z

Dh
5

1

3 S 11
1

3
KuD t Id0

3

nL
. (20)

Applying the same procedure as for the gravity region, Eqs.
~19! and ~20! give

d0
32d353a23(

m54

`
~ad!m

m
, (21)

showing, like Eq.~16!, a smaller film thicknessd at a largerqIG .
This is generally in agreement with the numerical studies of Fujii
@24# and Minkowycz and Sparrow@22#.

Corresponding to Eq.~20!, we have

aW5S 1

3

t IDhlL
2

nL~q I2qW!z S 11
1

3
KuD D 1/3

. (22)

Finally, if, despite the assumptions of a constant interfacial
shear,t I is taken from the single-phase laminar boundary layer
solution for an impermeable wall,

t I50.332rGuG
2 ReGz

21/2, (23)

~see, e.g., Schlichting@27#!, Eq.~22! results in

aW5S 0.332

3 D 1/3 lL

z
ReGz

1/2PrL
1/3Ku21/3S 11

1

3
KuD 1/3S rG

rL

nG
2

nL
2 D 1/3

.

(24)

Here, ReGz5uGz/nG is the local vapor Reynolds number,uG is the
relative vapor velocity, and PrL is the Prandtl number of conden-
sate. At the critical temperature (Ku→`), Eq. ~24! simplifies to
the boundary layer plate solution for single-phase laminar forced
convection.

Introducing the parameterG5(Ku/PrL)(rL
2nL /rG

2 nG)1/2, Eq.
~24! can be written as

Nuz ReLz
21/250.480G21/3S 11

1

3
PrLS nG

nL

rG
2

rL
2 D 1/2

GD 1/3

(25)

where Nuz5aWz/lL5z/d and ReLz5uGz/nL . Expressions of this
form are well known from the literature~see, e.g., Rose@8# and
Marto @10#!. The effect of PrL and (rL

2nL)/(rG
2 nG) on the product

Nuz ReLz
21/2 disappears asymptotically asG goes to zero, which is

in agreement with the numerical treatments of the boundary layer
equations~see, e.g., Koh@13#!.

For ReGz5uGz/nG.53105, the vapor boundary layer is turbu-
lent, thus with

t I50.0296rGuG
2 ReGz

21/5 (26)

andG5(Ku/PrL)(rL
5nL /rG

5 nG)1/5, Eq. ~22! gives

Nuz ReLz
23/550.214 G21/3S 11

1

3
PrLS nG

nL

rG
5

rL
5 D 1/5

GD 1/3

. (27)

In a similar way, equations for condensation in tubes could also
be obtained. For a superheated vapor, however, no simple expres-
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sions are deducible from the basic Eq.~19!. Note that Eqs.~25!
and ~27! require a very low condensation rate (G→0) and a hy-
drodynamically smooth condensate surface.

3.2 Effect of Condensation Rate on Interfacial Shear
Stress and Heat Flux. As is well known, condensation of a
vapor is a typical example of fluid flow with suction, the suction
rate being governed thermally. Vapor suction thins the boundary
layer, thereby increasing both the interfacial shear and vapor con-
vection. The simplest and, at the same time, most frequently used
expression for the shear stresst I with fluid suction can be written
~see, e.g., Bird et al.@28#! as

t I

t I0
5

«

12exp~2«!
(28)

wheret I0 is the shear stress at no suction~Eqs.~23! and~26!! and
«5rGv IGuG /t I0.0 is the suction parameter. The latter quantity
depends via the condensation rate,rGv IG5(1/J)dṀ/dz, on heat
transfer.

The heat fluxqIG may be calculated by a method well estab-
lished in condensation of vapor mixtures~see, e.g., Webb@29#,
Mitrovic and Gneiting@30#!. Thus,

qIG5a IG~qG2q I ! (29)

where

a IG

a IG0
5

rGv IGcpG /a IG0

12exp~2rGv IGcpG /a IG0!
(30)

with a IG0 and a IG as the vapor-side heat transfer coefficients
without and with vapor suction, respectively.

Expressions~28! and ~30! for t I andqIG do not allow an ana-
lytical integration of Eq.~3!. Solutions for a saturated vapor (t I0
50) in the shear stress region att I050 giving t I5rGv IGuG are
summarized, e.g., by Rose@8#. In the following, we shall briefly
discuss a solution for a superheated vapor at a negligible vapor
convection and specify the conditions of its applicability.

Neglecting vapor convection (a IG050), Eq. ~29! becomes

qIG5rGv IGcpG~qG2q I !, (31)

expressing the heat flux which arises from the condensation rate
when cooled as vapor from the bulk down to the interfacial tem-
perature. Supplementing this equation by latent heat, we get the
heat flux on the cooling surface to be

qW5rGv IG~Dh1cpG~qG2q I !!5
Dh1cpG~qG2q I !

J

dṀ

dz
,

(32)

if the subcooling of condensate is disregarded. Equations~31! and
~32! were first derived by Stender@16#. For a flowing vapor, he
added to Eq.~32! a convection term.

Combining Eqs.~3! and~31! and takingqG andt I as constant,
one obtains

lL~q I2qW!z

Dh*
5S 11

3

8
Ku* D gDr

nL

d4

4
1S 11

1

3
Ku* D t I

nL

d3

3
(33)

whereDh* 5Dh1cpG(qG2q I) and Ku* 5cpL(q I2qW)/Dh* .
This equation, when correspondingly adapted, describes the nu-
merical results of Sparrow and Eckert@20# for Ku* ,0.4 and 1
,PrL,100 with a deviation less than approximately five percent.

Because of its simplicity, it seems useful to specify the appli-
cability range of Eq.~33! under common condensation conditions.
Confining ourselves to the gravity region (t I50) assuming

a IG0!rGv IGcpG , (34)

further, requiring Eq.~31! to be also valid ata IG0Þ0 and com-
bining Eqs.~32! and ~34!, gives

rGv IG5S 1

4

gDrlL
3

nLzV D 1/4S q I2qw

Dh D 3/4

, (35)

V511
3

8

cpL~q I2qW!

Dh1cpG~qG2q I !
, (36)

a IG0!S 1

4

gDrcpGlL
3

nLzV D 1/4S cpG~q I2qW!

Dh D 3/4

. (37)

For a numerical illustration, we may take water at
q I5100°C. Then, settingz51 m, qG2q I540 K, andq I2qW

55 K, Eq. ~37! deliversa IG0!23 W/~m2 K!.
When the criterion Eq.~37! is not satisfied, Eq.~6!, or the

corresponding limit expressions Eqs.~13! and ~19!, although ob-
tained at constant bothqIG and t I , may be combined with Eqs.
~28!–~30! and used for local calculations. However, higher accu-
racy is achieved when Eqs.~28!–~30! are introduced in Eq.~3!
and evaluation is performed stepwise along the cooling surface.

4 Conclusions
The effects of vapor superheat, condensate subcooling, gravity,

interfacial shear, and vapor convection on laminar film condensa-
tion have been examined on the basis of Nusselt’s model. The
expressions obtained show the vapor convection to reduce the
condensate film thickness in comparison to saturated vapor. The
consequence of this effect is a lowering of the transport resistance
of condensate which increases the condensation rate.

Expressions for both interfacial shear and heat flux deduced
from the film theory contain a condensation rate which changes
along the flow path. This leads to a strong nonlinearity of the
balance equations requiring their numerical treatment. A criterion
derived in this paper specifies the applicability range of the equa-
tion valid for a superheated vapor at negligible convection in the
gravity flow region.

It is further demonstrated that the Nusselt condensation theory
‘‘smoothly’’ connects the condensation heat transfer with single-
phase convection via the thermodynamic critical point of the con-
densing substance.
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Nomenclature

a 5 reciprocal of length arising from vapor superheat, Eq.
~7!

B 5 nondimensional quantity~B1 Eq. ~10!, B2 Eq. ~11!!
cp 5 specific heat capacity
g 5 acceleration due to gravity
G 5 nondimensional parameter
Ḣ 5 enthalpy flow of condensate

Dh 5 latent heat of condensation
Ku 5 phase-change~Kutateladze!number, Eq.~4!
Ṁ 5 condensate flow rate
Nu 5 Nusselt number
Pr 5 Prandtl number
q 5 heat flux

Re 5 Reynolds number
u 5 velocity in z-direction
v 5 velocity in y-direction
y 5 coordinate orthogonal to cooling surface
z 5 coordinate along cooling surface
a 5 heat transfer coefficient
d 5 thickness of condensate film
q 5 temperature

Dq 5 temperature difference through condensate film
« 5 suction parameter
l 5 thermal conductivity
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n 5 kinematic viscosity
r 5 density,Dr liquid-to-vapor density difference
t 5 shear stress
J 5 extension of cooling surface orthogonal to condensate

flow

Subscripts

I 5 at vapor-liquid interface
G 5 vapor
L 5 liquid
0 5 without suction, also saturated vapor

W 5 at cooling surface
z 5 local value
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Introduction
The research presented in this paper is associated with the in-

fluence of compressibility on the frequency-response characteris-
tics of multitube condensing flow systems. To the best knowledge
of the authors, the archival literature does not contain any theo-
retical models for predicting the frequency-response characteris-
tics of such systems. There is also very little experimental data.
Filling these knowledge gaps is the focus of this research.

Kobus et al. @1# extended the predictive capability of the
equivalent single-tube model to predict the frequency-response
characteristics of multitube condensing flow systems when com-
pressibility effects are negligible. The influence of compressibility
on transient flow surges in multitube condensing flow systems
was investigated by Wedekind et al.@2#. The effects of compress-
ibility on a single-tubecondensing flow system had also been
studied earlier~@3#!. Given the complexity of the physical mecha-
nisms involved, and the fact that most of them are coupled in
some way, a significant step is involved between successfully
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Aug. 25,
1998; revision received, Aug. 23 1999. Associate Technical Editor: M. Kaviany.
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modeling the frequency-response characteristics in a single-tube
condenser, and having the same level of success when the con-
denser is multitube. The major purpose of this research, then, is to
investigate the requirements for extending the equivalent single-
tube model so that it can successfully predict the influence of
compressibility on the frequency-response characteristics for a
multitube system, and to verify the model by comparing its pre-
dictions with experimental data.

Formulation of Governing Differential Equations
The formulation of the governing differential equations, includ-

ing the effects of compressibility, was presented in previous re-
search~@2#!, but solved for the case oftransient flow surges.
Therefore, details of the development of these governing equa-
tions will not be repeated here. The solution of the equations,
however, will be presented for the special case of a sinusoidal
inlet vapor flowratemt,i(t).

Equivalent Single-Tube Model . The equivalent single-tube
model is based on the system mean void fraction model, which is
a one-dimensional, two-fluid, distributed parameterintegral model
developed in previous research~@2#!. It represents a way of mod-
eling the transient characteristics of the effective point of com-
plete condensationh(t). The system mean void fraction model
incorporates the concept of a system mean void fractionā. The
differential equation governing the effective point of complete
condensation for a representativej th tube,h j (t), obtained from
the conservation of mass and energy principles~@2#!, is expressed
as follows:

tc, j

dh j~ t !

dt
1h j~ t !5xi

~h82h!

f̄ q, j Pj

g jmt,i~ t ! (1)

where

tc, j5
r8~h82h!āAt, j

f̄ q, j Pj

. (2)

In the above equations,f̄ q, j represents the spatially averaged heat
flux for a representativej th tube,xi the inlet flow quality,At, j and
Pj the tube cross-sectional area and periphery, respectively, and
r8 and (h82h) the saturated vapor density and heat of vaporiza-
tion.

The system mean void fractionā is defined in terms of the
local area void fractiona(z,t), and represents the integral form of
the mean value theorem. The particular void fraction model used
is that of Zivi @4#, chosen for its simplicity, yet is sufficiently
accurate for these types of condensing flow problems. However,
any void fraction-flow quality relationship that is valid over the
full range of flow qualities would yield similar results. It was
established in previous early research that the system mean void
fraction is essentially time invariant. This has the effect of uncou-
pling the conservation of mass and energy principles in the two-
phase region from the transient form of the momentum principle;
thus, only the steady-state form of the momentum principle is
required. The system mean void fractionā can therefore be ex-
pressed as

ā[
1

h~ t ! Ez50

h~ t !

a~z,t !dz

5
1

~12a!
1

a

xi~12a!2 LnU a

a1~12a!xi
U; a5~r/r8!2/3.

(3)

The equivalent single-tube model is an approximation tech-
nique that has been shown to be successful in predicting various
transient characteristics associated with multitube condensing
flow systems~@2,1#!. This approximation technique has the effect
of reducing the equations governing the multitube system, which

contain complex summations~@2#!, to an approximation where the
summations are eliminated. The resulting approximation has the
appearance of being an equivalent single-tube condensing flow
system, but where the associated parameters are weighted with
determinable multitube parameters. The equivalent single-tube
model contains an equivalent single-tube condensing flow system
time constanttc,s which is a weighted average of the condensing
flow system time constants of each of the individual tubestc, j ,
thus

tc,s5(
j 51

n

g jtc, j5tc,1 (
j 51

n

g jb j ; b j5 f̄ q,l / f̄ q, j (4)

where the flow distribution parameterg j is defined as the fraction
of the total mass flowrate entering tubej. In general, 0<g j<1. A
flow distribution parameterg j51/n signifies flow distribution
symmetry in ann-tube system. The parameterb j is the heat flux
ratio between a reference tube~usually designated as tube 1! and
the j th tube in the system. In general,b j>0. b j51 signifies ther-
mal symmetry of the multitube system. In this phase of the model
development, both the thermal and flow distribution parameters
are treated as parameters in the classical sense~@2#!.

Outlet Liquid Flowrate. The differential equation governing
the transient outlet liquid flowratemt,o(t) is the same as that
presented in the aforementioned research; thus,

t f ,s

dmt,o~ t !

dt
1mt,o~ t !5$@~r/r8!21#xi11%mt,i~ t !

2@~r/r8!21#(
j 51

n
f̄ q, j Pjh j~ t !

~h82h!
(5)

where

t f ,s5S r

r8D H S r8

r D $@~r/r8!21#xi11%Vu,t1V2f1Vp,effJ g* k0* .

(6)

The compressible flow system time constantt f ,s incorporates
fluid properties, system vapor volumes, and flow resistances~@2#!.
For the case where the effects of compressibility are negligible,
t f ,s50, Eq. ~5! reduces to an algebraic equation identical to that
obtained in the work of Kobus et al.@1#. Also, for the case of a
single-tube condenser,n51, Eq.~5! reduces to the governing dif-
ferential equation that appears in the work of Bhatt and Wedekind
@3#.

A solution of Eq. ~5! is obtained by first solving the set of
equations represented by Eq.~1!, then substituting these solutions
into the summation in Eq.~5!, and then solving. As mentioned
earlier, this was carried out in previous work where the inlet flow-
rate to the condensing flow systemmt,i(t) produces transient flow
surges~@2#!. In this current work, however, the inlet flowrate is a
sinusoidal function of the form

mt,i~ t !5m̄1a* cos~vt ! (7)

wherea* and v are the amplitude and angular frequency of the
inlet flowrate oscillations, respectively, andm̄ is the mean flow-
rate about which the oscillations occur. Carrying out the solution,
the frequency-response characteristics of the transient outlet liquid
flowrate, mt,o(t), for an n-tube condensing flow system, can be
expressed by the following generalized, yet comparably simple
expressions:

Gm5H 11$@~r/r8!21#xi11%2~vtc,s!
2

@11~vt f ,s!
2#@11~vtc,s!

2# J 1/2

(8)
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Fm5tan21

3H H F S r

r8D21Gxi11J ~vtc,s!2
@~vtc,s!1~vt f ,s!#

@12~vtc,s!~vt f ,s!#

11H F S r

r8D21Gxi11J ~vtc,s!
@~vtc,s!1~vt f ,s!#

@12~vtc,s!~vt f ,s!#

J .

(9)

For the case where the effects of compressibility are negligible,
t f ,s50, Eqs.~8! and~9! reduce to Eqs.~1! and~2! in the research
of Kobus et al.@1#. Note that the above solution is greatly simpli-
fied by the equivalent single-tube model, where the summation in
Eq. ~5! is eventually assimilated by the definition of the condens-
ing flow system time constanttc,s , Eq. ~4!.

Experimental Verification
As was pointed out in earlier research~@2#!, a two-tube con-

densing flow system with significant thermal asymmetry may very
well represent a worst-case situation for the equivalent single-tube
model. For this reason, and to keep the experimental apparatus
tractable, experimental verification was carried out using a paral-
lel two-tube configuration.

Experimental Apparatus and Measurement Uncertainties.
The experimental apparatus used in the present research is similar
to that used by Kobus et al.@1#. Therefore, the details will not be
repeated here. Uncertainties in the experimental measurements
were also discussed in detail in the aforementioned research, and
will not be repeated. The experimental data pertaining to the gain
characteristics had an average maximum uncertainty of610 per-

Fig. 1 Strip chart record of measured outlet liquid and inlet
vapor flowrates for an oscillatory inlet vapor flowrate

Table 1 Physical properties and parameters

Data
set

a
@ #

tc,1
@s#

V2f,1

@cm3#
V2f,2

@cm3#

k0*
@N s

/cm2kg#
tc,s
@s#

t f ,s
@s#

1fr-618b 0.831 0.79 245 — 67.7 0.79 0.95
1fr-620 0.831 0.79 245 — 364.4 0.79 5.10
1fr-620b 0.830 0.81 244 — 19.3 0.81 0.26
2fr-623 0.830 0.79 120 120 16.3 0.79 0.26
2fr-707 0.830 0.81 123 123 57.7 0.81 0.93
2fr-707b 0.830 0.81 123 123 312.4 0.81 5.02
2fr-714b 0.826 0.84 98 343 265.5 2.09 5.00

Fig. 2 Influence of compressibility on frequency-response characteristics of outlet liquid flow-
rate relative to inlet vapor flowrate for a two-tube condensing flow system; comparison of
experimental data with equivalent single-tube model „equivalent single-tube model …
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cent, whereas the uncertainty associated with the phase shift char-
acteristics was slightly higher at615 percent. A sample strip-
chart trace of the inlet and outlet flowrate variations,mt,i(t) and
mt,o(t), respectively, for the two-tube system is shown in Fig. 1. It
demonstrates the clarity and repeatability of the experimental
measurements.

In calculating the compressible flow system time constantt f ,s
the total upstream vapor volume in the two-tube system was 464
cm3, while that in the single-tube system was 486 cm3. The test
sections were copper tubes with an inside diameter of 0.80 cm.
All of the forthcoming experimental data were run at constant
conditions of m̄54.31 g/s, xi51.0, f̄ q,1511.1 kW/m2, and at a
condensing pressure of approximately 690 kPa, which in turn
yields a liquid-to-vapor density ratio (r/r8)533.7. Table 1 lists
other relevant parameters associated with the calculations neces-
sary to predict the frequency-response characteristics in the cur-
rent research.

Experimental Verification of Equivalent Single-Tube
Model. The theoretical predictions of the equivalent single-tube
model, Eqs.~6! and~7!, for the frequency-response characteristics
of a two-tube condensing flow system, are compared with experi-
mental data for several different condensing flow conditions.

Influence of Compressibility.Similar to what was done by
Kobus et al.@1#, frequency-response tests were carried out ini-
tially with a two-tube condenser. But this time the effects of com-
pressibility were made to be more significant. The results, along
with the theoretical predictions of the present compressible
equivalent single-tube model, are depicted in Fig. 2. Note the very
dramatic attenuating effect that compressibility can have on the
frequency-response characteristics; the experimental data corre-

sponding to the most significant compressibility,t f ,s55.0 s, hav-
ing roughly a quarter the maximum amplitude in the gain~one-
half the gain in decibels, db!to that of the experimental data
corresponding to the lowest magnitude of compressibility,t f ,s
50.26 s. The agreement between the experimental data and the
compressible equivalent single-tube model predictions are seen to
be exceptionally good over the entire three-order-of-magnitude
range of frequencies.

As a further means of model verification, the compressible
equivalent single-tube model was used to design a test for a
single-tube condenser, which theoretically would yield the exact
same frequency-response characteristics as that of the two-tube
condenser, even though the refrigerant flowrate in each of the two
tubes was different from what it was for the single-tube con-
denser. The results of the designed experiments are superimposed
in Fig. 2. The equivalent single-tube model predicts that the
frequency-response characteristics of symmetric or asymmetric
multitube systems are identical to that of a single-tube system as
long as the equivalent condensing system time constanttc,s and
the compressible flow system time constantt f ,s for the multitube
system are the same astc andt f for a single-tube system. As can
be seen from the figure, the measured frequency-response charac-
teristics were virtually identical for both the single- and the two-
tube condensers, as the equivalent single-tube model predicted.

Influence of Thermal and Flow Distribution Asymmetry
Thermally and hydrodynamically asymmetric experimental data
are depicted in Fig. 3 for a two-tube condenser for the case where
there is considerable compressibility. One set of data depicts the
condition where thermal and flow distribution symmetry was
present~b51.0, g50.5!; the other set of experimental data pos-
sessed significant thermal and flow distribution asymmetry be-

Fig. 3 Influence of thermal and flow distribution asymmetry on frequency-response charac-
teristics of outlet liquid flowrate relative to inlet vapor flowrate for a two-tube condensing flow
system; comparison of experimental data with predictions of equivalent single-tube model
„equivalent single-tube model …
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tween the two tubes~b252.09,g150.4!. Note the significant in-
fluence of thermal and flow distribution asymmetry.
Superimposed in the figure is the frequency response predicted by
the compressible equivalent single-tube model. It is important to
note that there is no empiricism or ‘‘curve fitting’’ involved in the
equivalent single-tube model predictions. All of the parameters in
Eqs. ~8! and ~9! are known or determined analytically~@2#!.
Again, the agreement between the experimental data and the
equivalent single-tube model is seen to be quite good for both the
symmetric and asymmetric conditions, even at the higher frequen-
cies. The incompressible equivalent single-tube model was inca-
pable of predicting the attenuating effects of compressibility~@1#!.
More experimental data are available at other levels of compress-
ibility by referring to the work of Kobus@5#. As can be seen, the
agreement between the experimental data and the compressible
equivalent single-tube model is again exceptionally good over the
entire range of frequencies presented, which represents three or-
ders of magnitude.

Conclusions
It seems appropriate to emphasize the significance of the degree

of agreement between all of the single- and the two-tube experi-
mental data presented, and the predictive capability of the com-
pressible equivalent single-tube model. The experimental data
represent both single- and two-tube condensers, with different
flowrates, heat fluxes, having a wide range of compressibility ef-
fects, as well as significant thermal and flow distribution asymme-
tries. The equivalent single-tube model is seen to predict the ef-
fects of all of these different system characteristics very well, over
a three order of magnitude range of frequencies.

The experimental data not only confirm the predictive capabil-
ity of the equivalent single-tube model, they demonstrate its ac-
curacy and its wide range of application. This confirming experi-
mental data also establishes the applicable frequency range of the
dynamic viability of the system mean void fraction model, which
is an integral part of the equivalent single-tube model. The true
value of the equivalent single-tube model can only be appreciated
when consideration is given to the complexity of the numerous
physical mechanisms involved, and the remarkable accuracy of
such a relatively simple model; a model which can be solved, and
graphically demonstrated, on typical ‘‘spread-sheet’’ software.
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Electrohydrodynamic induction pumping of a stratified liquid/
vapor medium is quantitatively assessed utilizing Laser Doppler
Anemometry. Data are presented suggesting that pumping is due
to both interfacial and bulk effects. Values of turbulence intensity
associated with this type of flow are briefly discussed for the vari-
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Introduction
Electrohydrodynamic induction pumping is based on charges

induced in the fluid and delayed at a gradient or discontinuity of
the electric conductivity. A traveling electric wave then attracts or
repels these induced charges, leading to fluid motion. Electrohy-
drodynamic pumps are generally lightweight, produce no vibra-
tions, require little to no maintenance, are easily controllable by
adjusting the applied voltage, and have low power consumption.
They are also useful for the enhancement of heat transfer, as an
increase in mass transport often translates to an augmentation of
the heat transfer.

Melcher @1# provided the first theoretical model of electrohy-
drodynamic induction pumping due to charges at a liquid/air in-
terface. He then presented an improved version of his theoretical
model which also described the pumping of a liquid/liquid inter-
face ~@2#!. This theory was recently examined in more detail by
Wawzyniak and Seyed-Yagoobi@3,4#. The above theoretical mod-
els are built around a number of simplifying assumptions leading
to a linear velocity profile~Couette flow!, the most significant of
which are that: ~1! flow is laminar, isothermal, and one-
dimensional,~2! charges are induced and consequently an electric
force is present only at the interface, and~3! the pressure is con-
stant in the direction of motion. It will later be shown that these
assumptions are not met and that improvements have to be made
to the existing theoretical model of Wawzyniak and Seyed-
Yagoobi @3,4# to accurately describe and predict the phenomena
encountered in two-phase flow electrohydrodynamic induction
pump.

For this experimental study, induction pumping of a stratified
liquid/vapor medium is carried out. Specifically, velocity and tur-
bulence intensity measurements inside a liquid film of HCFC-123
are conducted by means of a one-dimensional LDA system as
functions of location, frequency, and voltage.

1Current address: Behr GmbH& Co., Abt.E-T, Postfach 30 09 20, 70449
Stuttgart, Germany.
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Experimental Setup and Procedure
The details of the experimental setup and procedure are given

in Wawzyniak@5#. The AC power supply utilized in this study is
capable of generating sine, square, and triangle waves at voltages
of 0–12 kV ~zero to peak!and frequencies of 0–13 Hz. The
pumping channel with a rectangular cross-section width of 50 mm
and a height of 36 mm is milled directly into a single piece of
PVC ~see Fig. 1!. Two straight sections measuring 390 mm in
length are connected by half-round sections with a centerline ra-
dius of 150 mm. The pump is equipped with three view ports
along one of the straight pumping sections. These view ports are
located at 37.5, 195.0, and 352.5 mm from the start of the straight
section, respectively. Each view port measures 45 mm in width by
25 mm in height and extends from the bottom of the pumping
channel up. The pumping channel is covered with a plate made
from high-density polyethylene, which is equipped with ports for
a pressure transducer, a vacuum gauge, and two thermocouple
probes. The pumping channel and support lines are initially
evacuated to a vacuum better than 250mm of mercury. The ap-
paratus is then charged with refrigerant HCFC-123.

Two integrated electrode boards are mounted into the bottoms
of the two straight sections of the induction pump. Each board, a
schematic of which is shown in Fig. 1, measures 50 mm in width,
390 mm in length, and 1.5 mm in thickness. The board laminate is

made from the epoxy resin FR-4, a material commonly used for
printed circuit boards, while the electric lines are tin covered cop-
per. The top of each board features 39 electrodes and the bottom
holds the three bus lines. The electrodes are 1 mm wide and
extend across the entire width of the board, and subsequent elec-
trodes are spaced 10 mm apart~center to center!. To completely
eliminate the possibility of direct charge injection~@5#!, a coating
of epoxy 0.8 mm in thickness was applied to the top surface of
both electrode plates. This material was compatible with the
working fluid. The three bus lines running along the length of the
board are also 1 mm in width, but they are located 17 mm from
each other~center to center!with the second bus line placed in the
middle of the board. The first, second, and third bus lines are
connected to electrodes 1, 4, 7, . . . 2, 5, 8,. . . , and 3, 6, 9, . . . ,
respectively, by means of through-plated holes. The bus lines in
turn are linked to the high-voltage power supply.

The one-dimensional LDA system measures the main velocity
component and turbulence intensity in thex-direction~see Fig. 1
for the definition ofx, y, andz-directions!. Light from an argon-
ion laser is passed through a prism, with the green color compo-
nent (l5514 mm), being used for the measurement. The optical
train consists of a polarization unit, a Bragg cell, a
3.753 beam expander, and a lens with a focal length of 450 mm.
Light reflected from particles in the flow is collected in an on-axis

Fig. 1 Schematic of electrohydrodynamic induction pump and electrode plate
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back scatter mode through a photomultiplier tube. This optical
arrangement in conjunction with the refractive indices of the glass
and the working fluid HCFC-123 yield a measurement volume
0.0663 0.0663 0.629 mm in size. The entire optical system is
situated on a traverse table allowing it to be moved in space with
a resolution of 0.0025 mm and a repeatability of 0.010 mm. The
LDA traverse table is leveled to within 0.05 mm/m. The photo-
multiplier tube is connected to the data acquisition computer
through a low and a high pass filter and a signal processor. The
data are reduced statistically, i.e., all measurements are weighed
equally.

Impurities in the fluid proved adequate to generate Doppler
bursts and therefore data points. However, data rates realized
without the addition of any particles were extremely low and gen-
erally below 10 Hz. Mean velocities were obtained by averaging
up to 4096 data points at each location, however, at positions
close to the channel bottom and interface as well as at low flow
velocities, this number was frequently not attained. The error as-
sociated with each individual data point was due to uncertainties
in the burst timing mechanism, the Bragg shift frequency, and the
beam angle. The method of Kline and McClintock@6# was used to
calculate an error in the mean velocity of no greater than two
percent. All of the following results were obtained at room tem-
perature (18°C<T<23°C). All measurements were performed in
the streamwise center of a view port and for a liquid film height of
7.5 mm measured from the top of the electrodes’ coating. Due to
the measurement difficulties near the interface, only data up to a
film height of 7.0 mm are presented.

Results
Figure 2 shows profiles for velocity and turbulence intensity in

the y-direction ~across the pumping channel! at the downstream
view port for a voltage of 6 kV~zero to peak!and for frequencies
of 6.0, 10.0, and 13.5 Hz, respectively. The turbulence intensity
data will be discussed later. Measurements were conducted at a
height ofz53.0 mm, which was chosen due to the relatively high
attainable data rate at this elevation. The collection of data be-
comes more difficult with increasingy value due to the attenuation
of both incoming beams and reflected beams resulting from the
fluid. This effect was most pronounced at higher settings of the
laser power and, therefore, all experiments were carried out at
laser power levels between 300 and 500 mW.

According to Fig. 2, the velocity profiles are quite similar for
the three electric wave frequencies, showing a thin boundary layer

of approximately 3.0 mm thickness extending from the side walls,
followed by a nearly flat region to about 10.0 mm from the side
wall. Values for the velocities in this region are 0.110, 0.120, and
0.140 m/s for frequencies of 6.0, 10.0, and 13.5 Hz, respectively.
The velocities then increase to their peaks, which are reached at
the center of the channel. These maxima are 0.150 m/s for a
frequency of 6.0 Hz and about 0.160 m/s for frequencies of both
10.0 and 13.5 Hz. Theoretical results derived from Wawzyniak
and Seyed-Yagoobi@3# suggest that the velocity will peak at fre-
quency one order of magnitude higher than the maximum fre-
quency that the power supply employed in this study is capable of
generating. The theory also indicates that the velocity–frequency
dependency curve is relatively flat even over the frequency range
studied here. This may explain why some of the experimental data
show poor separation for the frequencies presented here. The back
portions of the velocity profiles approximately mirror those of the
front portion, but exact symmetry is neither attained nor is it a
realistic expectation and the velocities decay to zero roughly 2.0
mm in front of the far side wall. This is presumably due to the
difficulties related to data collection at the far side of the channel
as described above.

Data as a function of vertical position~z! in the center window
were obtained at a horizontal location ofy510.0 mm. This hori-
zontal position was chosen because it is far enough away from the
window to avoid any significant reduction of the velocities, yet
close enough to the front of the view port to yield data that are
satisfactory in both quality and quantity. The results of the veloc-
ity measurements in thez-direction are displayed in Fig. 3. Tur-
bulence intensity data are also presented in the same figure, but
again will be discussed later. At a frequency of 2.0 Hz speeds of
merely up to 0.01 m/s are produced. Peak velocities for frequen-
cies of 6.0, 10.0 and 13.5 Hz are near 0.070, 0.075, and 0.085 m/s,
respectively. These maxima occur at distances of 2.0–3.5 mm
from the bottom of the channel. The velocity profiles shift to
higher values with increasing frequency. However, it is of note
that the profiles converge to a value of about 0.050 m/s close to
the interface for all but the lowest frequency.

The most surprising feature of the results plotted in Fig. 3 is not
the magnitude of the velocities, but the shape of the velocity pro-
files. With charge injection eliminated by the coating, only in-
duced charges are available to be acted upon by the electric field
and procure pumping. Intuition predicts that these charges may
only be induced at the interface due to the prevailing difference in
conductivity between the vapor and the liquid. The velocity pro-
file corroborating this expectation would have to be linear under
laminar conditions~Couette flow!, and even under turbulent con-

Fig. 2 Cross-streamwise velocity and turbulence intensity
profiles in downstream view port „zÄ3 mm, applied voltage
Ä6 kV…

Fig. 3 Effect of frequency on vertical velocity and turbulence
intensity profiles „yÄ10 mm, applied voltage Ä6 kV…
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ditions, the point of maximum velocity is constrained to the inter-
face. Yet, Fig. 3 shows velocity maxima much closer to the elec-
trodes than the interface. Thus, it must be concluded that charges
are induced also in the bulk of the liquid. This, however, requires
a conductivity gradient within the liquid. It was observed that
fluid temperature and vapor pressure in the apparatus rise slightly
over the course of several hours while the electrodes are ener-
gized. Margo and Seyed-Yagoobi@7# demonstrated that electro-
hydrodynamic induction pumping can be accomplished in dielec-
tric liquids exhibiting a temperature gradient of less than 1°C
since the electric conductivity of dielectric liquids is a strong
function of temperature. It is conceivable that in experiment at
hand Joule heating from the electrodes and cooling of the pump
walls from the ambient caused temperature gradients within the
liquid layer, allowing for the induction of charges throughout the
bulk of the liquid. Assuming that these temperature gradients are
relatively uniform throughout the pumping channel, more charges
will be induced close to the electrodes due to the higher electric
field strength. Also, these charges will experience a stronger elec-
tric force than those closer to the interface, again because of the
greater electric field strength. The combination of these effects
lead to the appearance of the velocity profiles as shown in Fig. 3.
Neither Joule heating nor the temperature gradient were quantified
in this study and demand further research.

Figure 4 displays the significance of the applied voltage at a
fixed frequency of 10.0 Hz. The profile for 2 kV is quite flat with
speeds not exceeding 0.010 m/s. At 6 kV the flow velocity reaches
its largest magnitude of 0.075 m/s at a height of 3.0 mm, whereas
at 8 kV it peaks at 0.110 m/s at 4.0 mm from the channel bottom.
An increase in the applied voltage results in a stronger electric
field, which in turn leads to higher fluid velocities. The upper
voltage limit is imposed by the breakdown strength of the liquid.
This limit could not be approached with the power supply used for
this study. The value of 8 kV~zero to peak!was the highest at

which the power supply could be properly operated for extended
time periods and it can be assumed that higher pumping velocities
could be realized with a different power supply.

The turbulence intensity is somewhat of a misdemeanor when
describing electrohydrodynamic induction flows. Fluid may ad-
vance in cellular motion, or, particularly at low frequencies, move
back and forth, all in a quite organized fashion. However, the
corresponding values of the turbulence intensity can be high. Plots
presented in Fig. 2 show the cross-stream dependence of the tur-
bulence intensity at three frequencies. Average values are ap-
proximately 40 percent, 25 percent, and 20 percent, respectively,
for frequencies of 6, 10, and 13.5 Hz. Comparing these levels to
the velocity profiles, it can be concluded that the turbulence in-
tensity of the flow decreases with increasing velocity. This effect
can be accounted for by the cellular motion of the flow, which is
more pronounced at the lower frequencies. The turbulence inten-
sity values generally increase towards the side walls, but these
data need to be used with caution due to their limited availability
in these regions. Data points with unreasonably high values of
turbulence intensity in the vicinity of the side walls have been
omitted from the plots. Vertical turbulence intensity plots are
shown in Fig. 3 for three frequencies. Values for an applied fre-
quency of 2 Hz have been omitted from the figure as they exceed
200 percent across the entire liquid film. For the remaining fre-
quencies, turbulence intensity values are relatively close and reach
values between 10 percent and 25 percent. The only exception is
for a frequency of 6 Hz, where the turbulence intensity increases
dramatically below 2.5 mm from the channel bottom. It is in this
area that the corresponding flow velocity quickly decays to zero.
At an average flow velocity of 0.05 m/s the corresponding Rey-
nolds number is 3700.

In summary, in this work, detailed velocity profiles inside a
liquid film pumped by electrohydrodynamic forces have been gen-
erated with the help of an LDA system. The results illustrated the
complexity of the phenomena involved in this family of flows.
The velocity profiles permitted assessment of mechanisms respon-
sible for producing fluid motion. Turbulence intensity generally
decreased with increasing velocity and frequency of the applied
electric field under the operating conditions explored in this study.
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Decaying swirl flow can enhance the heat transfer inside a tube.
For the decaying swirl flow of which maximum tangential velocity
is located in the immediate vicinity of the wall, an analytical
model based on the fluid theorem about the moment of momentum
is proposed for the local maximum tangential velocity, local fric-
tion factor, and local Nusselt number in this paper. The analytical
solutions compare favorably with the experimental data. Influ-
ences of the Reynolds number, wall roughness and initial
tangential-to-axial velocity ratio on the decaying characteristics
of the friction factor and Nusselt number have been analyzed. The
analytical results show that the swirl flow decays more rapidly at
the initial segment; for same conditions, the friction factor decays
more severely than the Nusselt number; relative to the values of
the nonswirl flow, the friction factor increases more intensely than
the Nusselt number.@S0022-1481~00!70401-4#

Keywords: Analytical, Enhancement, Flow, Heat Transfer,
Swirling

Introduction
The concept that the swirl flow can enhance the heat transfer

inside a tube was proposed by Kreith and Margolis@1#. Since
then, a lot of experimental investigations were made on the fric-
tion and heat transfer characteristics of the swirl flow~@2–6#!. It’s
regarded that the swirl tangential velocity increases the composite
velocity ~@2#!, thins the boundary layer~@7#!, enhances the tangen-
tial and radial turbulent fluctuation~@8#!, and therefore causes the
increase in friction and heat transfer inside a tube.

Generally, the swirl flow can be classified as two kinds: the
continuous swirl flow and the decaying swirl flow. The twisted
tapes inserted along the whole tube generate the continuous swirl
flow, and various inlet swirlers generate the decaying swirl flow
inside a tube.

Problems of friction and heat transfer for the decaying swirl
flow inside a tube are of practical importance in designing the
equipment, like combustion chambers and heat transfer promoters
in different kinds of heat exchangers. For the decaying swirl flow,
the friction factor and heat transfer coefficient decrease with the
axial distance, while for the continuous swirl flow, the friction
factor and heat transfer coefficient keep constant. Though there
are lots of experimental and a few theoretical studies reported in
the literature ~@6–10#!, there is still no satisfactory analytical
method to predict the local friction and heat transfer characteris-
tics for the decaying swirl flow.

The aim of this paper is to establish an approach to compute the
local maximum tangential velocity, the local friction factor, and
the local Nusselt number of the decaying swirl flow if the maxi-
mum tangential velocity is very near the wall and the initial flow
conditions are known.

Friction and Heat Transfer Decaying Model
We know that for the decaying swirl flow, the friction factor

and Nusselt number are greatly influenced by the tangential ve-
locity, so it’s necessary to obtain the decaying equation of the
tangential velocity. Ifu, w, x, r, d represent the axial velocity,
tangential velocity, axial distance, radial distance, and tube inside
diameter, respectively, then the tangential moment of momentum
flowing in the elementdx shown in Fig. 1 per second,Mi , is

Mi5E
0

d/2

~ru•2pr •dr !•wr. (1)

The tangential moment of momentum flowing out per second,
Mo , is

Mo5E
0

d/2

~ru•2pr •dr !•S w1
]w

]x
•dxD •r , (2)

and the tangential moment of force which acts on the elementdx,
M, is

M5S m
]w

]r U
w

•pd•dxD • d

2
. (3)

According to the fluid theorem about the moment of momen-
tum, we have

M5Mo2Mi . (4)

Substituting Eq.~1! to Eq. ~3! into Eq. ~4! and rearranging, we
obtain

m
]w

]r U
w

5
4r

d2 E
0

d/2

u
]w

]x
r 2dr. (5)

The experimental study by Yajnik and Subbaiah@7# regarded
that for the decaying swirl flow without adverse current near the
central axis, the variance of axial velocity in the radial direction,
can be ignored. So we assume

u5uav (6)

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, Dec. 1, 1997;
revision received, June 16, 1999. Associate Technical Editor: R. Douglass. Fig. 1 Decaying swirl flow inside a tube
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and for the decaying swirl flow generated by the inlet twisted tape,
inlet vane swirler, and similar other devices, Yajnik and Subbaiah
@7# and Shen@11# found that the tangential velocity approximately
follows the distribution

w

wm
5

2r

d
(7)

wherewm is the maximum tangential velocity, which is located in
the immediate vicinity of the wall.

Substituting Eq.~6! and Eq.~7! into Eq.~5!, and integrating, we
obtain

m
]w

]r U
w

5
rduav

8

]wm

]x
. (8)

Assuming that the swirl flow resistance at elementdx is equiva-
lent to the resistance of an axial flow with velocityAuav

2 1wm
2

over length (Auav
2 1wm

2 /uav)dx, based on the principle of
straightening out the streamlines and the equivalent velocity, we
have the following force equilibrium equation:

tspd•dx5l•
A~uav

2 1wm
2 !/uav

2
•dx

d
•

r~uav
2 1wm

2 !

2
•

pd2

4
(9)

wherets is the actual wall frictional stress,

ts5Atu
21tw

2 5AS m
]u

]r U
w
D 2

1S m
]w

]r U
w
D 2

. (10)

Substituting Eq.~10! into Eq. ~9! and rearranging, we obtain

m
]w

]r U
w

52
lruav

2

8
•AS uav

2 1wm
2

uav
2 D 3

21. (11)

Substituting Eq.~11! into Eq. ~8! and rearranging, we have

]~wm /uav!

]~x/d!
52lA@~wm /uav!211#321. (12)

Let $ x̄5x/d

z5wm /uav, and Eq.~12! can be transformed to

E
z0

z 1

A~z211!321
dz5E

0

x̄

2ldx̄. (13)

Noting thatl in the above equations is the friction factor of the
axial flow for which the inlet segment influence can’t be ignored
if the tube length-to-diameter ratioL/d is less than 60, we use the
expression~@12#!

l5ls~111.5e20.25x̄! (14)

where ls is the friction factor of the fully developed turbulent
axial flow inside a tube. For the smooth tube, it can be calculated
by Blasius equation~@13#!

ls50.3164/Re0.25 (15)

and for the rough tube, it can be calculated by Lange equation
~@13#!

ls50.00961Aj/d1A2.88/Re, (16)

wherej is the tube wall roughness.
Substituting Eq.~14! into Eq. ~13! and integrating, we deter-

mine the local maximum tangential velocity for the decaying swirl
flow

lnS 612z212)Az413z213

2)12)z222Az413z213
D 52)ls~ x̄26e20.25x̄16!

1C0 (17)

where C0 is dependent on the initial velocity ratioz0 (z0
5wm0 /uav)

C05 lnS 612z0
212)Az0

413z0
213

2)12)z0
222Az0

413z0
213

D . (18)

Let lx represent the local friction factor of the decaying swirl
flow inside a tube, then according to Eq.~9!, we have

lx•
dx

d
•

ruav
2

2
•

pd2

4
5l•

A~uav
2 1wm

2 !/uav
2
•dx

d
•

r~uav
2 1wm

2 !

2

•

pd2

4
. (19)

Substituting Eq.~14! into Eq. ~19! and rearranging, we get the
equation for the local friction factor of the decaying swirl flow

lx /ls5~111.5e20.25x̄!~11z2!A11z2. (20)

Considering that the heat transfer is influenced and determined
by the thermal resistances of the wall-adjoining layer, which con-
sists of a viscous sublayer and a turbulent core, Migay and Gol-
ubev @12# introduced a thermodynamical analogy relation:

Fig. 2 Decay of w m Õu av with x Õd

Fig. 3 The decay of lx Õls with x Õd
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Nu5@111.75/~Pr18!#Re Pr/A8/l$A8/l~1.325Al11!

3@12~30/ReAl/32!#

15 Pr@~1.285/Pr0.21!2~0.265/Pr1.2!#15 ln~5 Pr11!%.

(21)

The expression in braces changes very little, and Migay and
Golubev@12# further wrote, to within five percent, that

Nux /Nus5Alx /ls (22)

where Nux is the local Nusselt number of the decaying swirl flow,
and Nus is the Nusselt number of the fully developed turbulent
axial flow in a tube.

Substituting Eq.~20! into Eq. ~22!, we obtain the equation of
the local Nusselt number for the decaying swirl flow:

Nux /Nus5~111.5e20.25x̄!1/2~11z2!3/4. (23)

Validation
Migay @12#, Yermolin@14#, and Wu@13# made the experimen-

tal investigations on the flow and heat transfer characteristics of
the decaying swirl flow inside a smooth tube. Their experimental
data are plotted in Figs. 2–4. The figures also provide the analyti-
cal curves according to Eq.~17!, Eq. ~20!, and Eq.~23!. It is
shown that the analytical values of the local maximum tangential
velocity, the local friction factor, and the local Nusselt number are
in reasonable agreement with the experimental data, with the er-
rors no more than218.6 percent;126.8 percent,212.1 percent
;127.0 percent, and226.4 percent;18.3 percent, respectively.

Discussion
In this part we will discuss the decaying characteristics in terms

of the decaying rate and decaying extent. The decaying rate is
defined as the slope of the decaying curve. The decaying extentd
is defined as the ratio of the decaying quantity to the initial quan-
tity. For the local maximum tangential velocity, local friction fac-
tor, and local Nusselt number,d is calculated by

dz5
z02zx

z0
(24)

dl5
l02ls

l0
(25)

Fig. 4 The decay of Nu x ÕNus with x Õd Fig. 5 Influence of Re and j on decay of w m Õu av

Fig. 6 Influence of Re and j on decay of lx Õls

Fig. 7 Influence of Re and j on decay of Nu x ÕNus
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dNu5
Nu02Nux

Nu0
. (26)

For the same conditions, the larger the decaying slope, the more
rapid the decay is; the larger the value ofd, the more severe the
decay is.

Substituting Eq.~15! or Eq.~16! into Eq.~17!, Eq.~20!, and Eq.
~23!, we can obtain the analytical decaying curves for different
conditions. Figures 5–10 show the influence ofx/d, Re,z0 , andj
on the decaying characteristics of the local maximum tangential
velocity, local friction factor, and local Nusselt number. It can be
seen that

1 for any decaying curve, the slope of the initial segment is
larger, that is to say, the swirl is damped out more rapidly at the
initial segment. Asx/d→`, wm /uav , lx /ls and Nux /Nus tend
asymptotically to 0, 1, and 1, respectively.

2 the Reynolds number, initial tangential-to-axial velocity ratio,
and wall roughness have a fair influence on the decaying charac-
teristics. For the same conditions, a decrease in Re, or an increase
in z0 or j will result in an increase in the decaying rate and
decaying extent. The reason for this is that with the decrease in Re
or the increase inz0 or j, the fluid inertia force is weakened, and
the fluid viscous force is strengthened, which cause a more rapid
and severe decay of the tangential velocity, and further cause a
more rapid and severe decay of the friction factor and Nusselt
number.

3 given the samex/d, Re, z0 and j, there existsdl.dNu
.dz . This shows that with the axial distance, the friction factor
decays more severely than the Nusselt number, and the latter de-
cays more severely than the maximum tangential velocity.

4 for the same conditions,lx /ls.Nux /Nus.1. This shows
that the decaying swirl flow can enhance the heat transfer inside a
tube, and this enhancement is at the cost of the increase in friction.
Relative to the values of the nonswirl axial flow, the friction factor
for the decaying swirl flow increases more intensely than the Nus-
selt number.

Conclusions
An analytical model for the decaying swirl flow inside a tube

has been developed in an attempt to describe the decaying char-
acteristics of the flow and heat transfer. When compared to the
experimental data, the model predicts the proper decaying trends
for the local maximum tangential velocity, local friction factor,
and local Nusselt number for different conditions.

The model shows that~1! the swirl flow decays more rapidly at
the initial segment, and with the increase in axial distancex, it
tends asymptotically to the nonswirl flow;~2! for the same condi-
tions, the friction factor decays more severely than the Nusselt
number, and the Nusselt number decays more severely than the
maximum tangential velocity;~3! for the same conditions, a de-
crease in Re, or an increase in the initial tangential-to-axial veloc-
ity ratio or wall roughness will result in an increase in the decay-
ing rate and decaying extent;~4! relative to the values of the
nonswirl axial flow, the friction factor increases more intensely
than the Nusselt number.

Nomenclature

d 5 tube inside diameter, m
k 5 thermal conductivity, W/~mK!
L 5 tube length, m
M 5 force moment acting on elementdx, Nm

Mi 5 tangential moment of momentum flowing in element
dx per second, Nm

Mo 5 tangential moment of momentum flowing out element
dx per second, Nm

Nu 5 Nusselt number,5 ad/k
Nus 5 Nusselt number for fully developed turbulent axial

flow

Fig. 8 Influence of z0 on decay of w m Õu av

Fig. 9 Influence of z0 on decay of lx Õls

Fig. 10 Influence of z0 on decay of Nu x ÕNus
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Nux 5 local Nusselt number for decaying swirl flow
r 5 radial distance, m
u 5 axial velocity, m/s

uav 5 mean axial velocity, m/s
w 5 tangential velocity, m/s

wm 5 maximum tangential velocity, m/s
x 5 axial distance, m
x̄ 5 nondimensional axial distance,5x/d
z 5 tangential-to-axial velocity ratio,5wm /uav

z0 5 initial tangential-to-axial velocity ratio
dx 5 element length, m
dz 5 decaying extent of tangential velocity,5(z02zx)/z0
dl 5 decaying extent of friction factor,5(l02lx)/l0

dNu 5 decaying extent of Nusselt number,5(Nu02Nux)/Nu0
l 5 friction factor

ls 5 friction factor for fully developed turbulent axial flow
lx 5 local friction factor for decaying swirl flow
a 5 heat transfer coefficient, W/~m2K!
m 5 dynamic viscosity, N/~m2s!
r 5 density, kg/m3

ts 5 actual wall frictional stress, N/m2

tu 5 axial wall frictional stress, N/m2

tw 5 tangential wall frictional stress, N/m2

j 5 tube wall roughness, m

Subscripts

av 5 mean value
m 5 maximum value
s 5 value for fully developed turbulent axial flow
u 5 axial value
v 5 tangential value
x 5 local value for decaying swirl flow
0 5 initial value
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Heat „Mass…Transfer in a Diagonally
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Naphthalene sublimation experiments have been conducted to ex-
amine the effects of channel orientation, rotational Coriolis force,
ad a sharp turn, on the local heat (mass) transfer distributions in
a two-pass square channel with rib-roughened walls, rotating
about a perpendicular axis. The test channel was oriented so that
the direction of rotation was perpendicular or at a 45 deg angle to
the leading and trailing walls. In the two straight passes of the
test channel, there were parallel 90 or 60 deg ribs on the leading
and trailing walls. The test channel modeled serpentine cooling
passages in modern gas turbine blades. The results showed that
the heat (mass) transfer was very low on the leading wall of the
first pass when the channel was oriented with the rotating direc-
tion normal to the leading and trailing walls. There were regions
of very low heat (mass) transfer on both the leading and trailing
walls in the turn, especially on the trailing wall in the turn when
the channel with transverse ribs was oriented diagonally. For the
given diagonal channel orientation, rotational Coriolis forces
caused the leading and trailing wall heat (mass) transfer to be
high near the outer edges of the walls in the channel with trans-
verse ribs; rotation-induced secondary flows dominated near wall
rib-induced secondary flows in the channel with angled ribs, since
the heat (mass) transfer was generally higher near the outer edges
of the walls than near the inner edges in the first and second
straight passes.@S0022-1481~00!00201-2#

Keywords: Forced Convection, Heat Transfer, Mass Transfer,
Rotating, Turbines

Introduction
Naphthalene sublimation experiments have been conducted to

examine the effects of channel orientation, rotational Coriolis
force, and a sharp turn, on the local heat~mass!transfer distribu-
tions in a two-pass square channel with rib-roughened walls, ro-
tating about a perpendicular axis. The test channel was oriented so
that the direction of rotation was perpendicular or at a 45 deg
angle to the leading and trailing walls. In the two straight passes
of the test channel, there were parallel 90 deg or 60 deg ribs on
the leading and trailing walls. The height of the ribs was equal to
one-tenth of the channel hydraulic diameter, and the spacing be-
tween two ribs was equal to ten times the rib height. The test
channel modeled serpentine cooling passages in modern gas tur-
bine blades.

The analogy between heat and mass transfer was applied to
relate mass transfer distributions to heat transfer distributions.
Since the test channel walls and the flow of naphthalene vapor-air
mixture were both at room temperature, and the naphthalene va-
por partial pressure and concentration at the test channel walls are
very small, there was no significant density variation in the test
channel. Thus, buoyancy effect in the test channel was negligible.
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The experimental results of this investigation will enhance un-
derstanding of turbulent heat transfer for flows through rotating
rib-roughened channels, and will help the turbine designer vali-
date computer codes that are used to predict hot spots and high
thermal stress regions in gas turbine blades under actual operating
conditions.

Detailed descriptions of the test apparatus, the test procedure,
and the data reduction method, along with a list of relevant pub-
lications, have been given in Park et al.@1# and Park and Lau@2#,
and will not be repeated here. The experimental results reported
here are for an average airflow velocity of 5.3 m/s and a rotational
speed of 770 rpm, corresponding to a Reynolds number Re of
5500 and a rotation number Ro of 0.24, respectively. The local
and regional average mass transfer coefficients are presented as
normalized local and regional average Sherwood numbers, Sh/Sh0

and Sh/Sh0, respectively, where Sh050.023 Re0.8Sc0.4 ~for fully
developed turbulent flow through a stationary smooth tube; Sc is
the Schmidt number!. According to the analogy between heat and
mass transfer, Nu/Nu05Sh/Sh0 and Nu/Nu05Sh/Sh0, where
Nu050.023 Re0.8Pr0.4 ~Pr is the Prandtl number!.

Presentation and Discussion of Results
In Figs. 1 and 2, the distributions of the local Sherwood number

ratios, Sh/Sh0, on the leading and trailing walls with transverse
and angled ribs, respectively, are compared. The figures clearly
show the effect of channel orientation on the local mass transfer
distribution. In the two figures, sketches are also included to illus-
trate the rotation-induced and the near wall rib-induced secondary
flows in the two straight passes.

Channels With Transverse Ribs„Fig. 1…. In the two straight
passes of the diagonally oriented channel, the mass transfer is

higher near the outer edges of both the leading and trailing walls
than near the inner edges. The higher mass transfer near the outer
edges is caused by the rotational secondary flows that shift the
core flow toward the outer edges of the walls. In the first pass of
the normally oriented channel, there is very little spanwise varia-
tion of the trailing wall mass transfer. On the opposite wall, the
mass transfer is very low, with the peak Sh/Sh0 values of between
2.00 ad 2.25 over small regions near the middle of the wall be-
tween two ribs. The leading wall mass transfer is much lower in
the first pass of the normally oriented channel than in the first pass
of the diagonally oriented channel, where the Sh/Sh0 values are at
least 2.25 almost everywhere between two ribs, with values of
over 4.50 along the outer edge.

The mass transfer on both the leading and trailing walls in the
turn of the diagonally oriented channel is lower than the corre-
sponding mass transfer in the turn of the normally oriented chan-
nel. The mass transfer on the trailing wall in the turn of the di-
agonally oriented channel is especially low, with Sh/Sh0 values of
less than 2.5 over a large portion of the trailing wall in the turn
and upstream of the first rib in the second straight pass. In the
downstream half of the turn, including the region upstream of the
first rib in the second straight pass, in the diagonally oriented
channel, the leading wall mass transfer is also very low, with
typical Sh/Sh0 values of less than 2.75.

On the leading wall in the turn of the normally oriented chan-
nel, the mass transfer is low near the tip of the inner wall and is
high along the outer edge of the wall. The local mass transfer on
the leading wall is the highest near the tip wall, where the Sh/Sh0

values are about 5.0.
The local mass transfer distributions on the leading and trailing

Fig. 1 Effect of channel orientation on local mass transfer distribution in channel with transverse ribs
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walls in the turns of the two channels with transverse ribs are
different from those in the turns of corresponding stationary and
rotating channels with all smooth walls~@1#!.

The mass transfer is higher in the upstream half of the tip wall
than in the downstream half in each of the two channels with
transverse ribs. The tip wall mass transfer distribution is more
asymmetric in the diagonally oriented channel than in the nor-
mally oriented channel. The highest Sh/Sh0 value of about 5.0 on
the tip wall of the diagonally oriented channel is along the trailing
wall near the upstream corner of the wall. The peak Sh/Sh0 value
on the tip wall of the normally oriented channel is only between
4.0 and 4.25. A region of very low mass transfer is evident along
the leading edge of the tip wall in each channel, directly across
from the tip of the inner wall, where the Sh/Sh0 value is about or
below 1.0.

In the second straight pass of each channel, Coriolis forces in

the radial inward flow cause the mass transfer to be higher on the
leading wall than on the trailing wall. There are less spanwise
variations of the Sh/Sh0 distributions on the walls in the normally
oriented channel than in the diagonally oriented channel.

In the diagonally oriented channel, the trailing wall mass trans-
fer in the second straight pass is the lowest among the four ribbed-
walls in the two straight passes.

Channels With Angled Ribs „Fig. 2…. The local mass trans-
fer distributions in the two channels with angled ribs have some of
the features of those in the two channels with transverse ribs. In
each channel with angled ribs, the mass transfer is again higher on
the trailing wall in the first straight pass~with radial outward flow!
and on the leading wall in the second straight pass~with radial
inward flow! than on the respective opposite walls.

In the first straight pass of the diagonally oriented channel, the

Fig. 2 Effect of channel orientation on local mass transfer distribution in channel with angled ribs

Table 1 Regional average mass transfer in normally oriented and diagonally oriented channels

210 Õ Vol. 122, FEBRUARY 2000 Transactions of the ASME

Downloaded 07 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mass transfer is higher near the outer edges of both the leading
and trailing walls and lower near the inner edges. Since the near
wall rib-induced secondary flows should cause lower mass trans-
fer near the outer edges of the walls, it is evident that the rotation-
induced secondary flows dominate the rib-induced secondary
flows.

In the first straight pass of the normally oriented channel, how-
ever, the trailing wall mass transfer is higher near the inner edge
and lower near the outer edge. Also, the mass transfer is much
lower on the leading wall than on the trailing wall~also lower than
on the walls in the second pass!. Each of the local distributions
between two successive ribs on the leading wall betweenX/D
53.0 and 6.0 has two peaks, the values of which increase along
the main stream direction.

There are regions of very low mass transfer in the turns of both
the normally oriented and diagonally oriented channels. In the
downstream half of the turn in the diagonally oriented channel,
including the region immediately upstream of the first rib on each
wall in the second straight pass, the mass transfer is low on both
the leading and trailing walls. The Sh/Sh0 values are as low as
1.50 on the trailing wall and as low as 1.75 on the leading wall.
The mass transfer decreases around the turn on both the leading
and trailing walls.

The mass transfer distribution on the leading wall of the nor-
mally oriented channel has the largest variation among the distri-
butions on the walls at the turns. The Sh/Sh0 values there are over
5.0 along the outer edges and below 2.0 near the tip of the inner
wall.

The mass transfer is again higher in the upstream half of the tip
wall than in the downstream half in each of the two channels. The
tip wall mass transfer is higher near the trailing wall and lower
near the leading wall. The mass transfer distribution is more
asymmetric in the normally oriented channel than in the diago-
nally oriented channel.

Between the first two ribs on the leading wall in the second
straight pass of the diagonally oriented channel, the mass transfer
is high along both the inner and outer edges of the wall. Further
downstream in the second straight pass, the leading wall mass
transfer is higher near the outer edge than near the inner edge.
Immediately downstream of the turn on the trailing wall, the mass
transfer is higher along the inner edge. The peak of the mass
transfer distribution between two ribs shifts toward the outer edge
of the trailing wall along the second pass. The mass transfer dis-
tribution between two ribs on the trailing wall near the exit of the
second straight pass is very similar to that on the leading wall
immediately upstream of the turn in the first straight pass.

On each of the two walls of the second pass in the normally
oriented channel, the mass transfer between two ribs decreases
along the direction of the rib axes~higher along the inner edge and
lower along the outer edge!, except in the region immediately
downstream of the turn on the leading wall. Between the first and
the third ribs in the second straight pass, the leading wall mass
transfer distribution has two peaks with very large Sh/Sh0 values.
The sharp turn, however, does not increase the mass transfer along
the outer edge of the trailing wall in the second straight pass.

Regional Average Mass Transfer. The weighted averages of
the local Sherwood number ratios,Sh/Sh0, on the various regions
of the leading, trailing, and tip walls~not including the rib sur-
faces!in the normally oriented and diagonally oriented channels
are presented in Table 1. Included also in the table for comparison
are the correspondingSh/Sh0 values in the case of rotating chan-
nels with smooth walls.

TheSh/Sh0 values of 1.53 and 1.76, respectively, are the lowest
on the leading walls in the first passes of the normally oriented
channels with transverse and angled ribs. TheSh/Sh0 values are
also quite low on both the leading and trailing walls in the turns of
the diagonally oriented channels with transverse and angled ribs,
especially on the trailing wall in the turn of the channel with
transverse ribs~whereSh/Sh0 values range between 2.0 and 2.4!.
TheSh/Sh0 value on the tip wall of each channel is always lower
in the downstream half of the wall than in the upstream half.
Finally, for the given diagonal channel orientation and the given
angled rib configuration, the leading and trailing wallSh/Sh0 val-
ues are lower in both the first and second passes of the channel
with angled ribs than those on the corresponding walls roughened
with transverse ribs.

Conclusions
The results of the investigation show that the direction of rota-

tion, a sharp turn, and the rib configuration significantly affect the
local heat ~mass! transfer distributions in a rotating two-pass
square channel with rib-roughened leading and trailing walls. The
heat ~mass!transfer is very low on the leading wall of the first
pass when the channel is oriented with the rotating direction nor-
mal to the leading and trailing walls. There are regions of very
low heat~mass!transfer on both the leading and trailing walls in
the turn, especially on the trailing wall in the turn when the chan-
nel with transverse ribs is oriented diagonally. For the given di-
agonal channel orientation, rotational Coriolis forces cause the
leading and trailing wall heat~mass!transfer to be high near the
outer edges of the walls in the channel with transverse ribs;
rotation-induced secondary flows dominate near wall rib-induced
secondary flows in the channel with angled ribs, since the heat
~mass!transfer is generally higher near the outer edges of the
walls than near the inner edges in the first and second straight
passes.
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